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Abstract
Since its launch in 2012, Wikidata has grown to become the largest open knowledge
base (KB), containing more than 100 million data items and over 6 million registered
users. Wikidata serves as the structured data backbone of Wikipedia, addressing
data inconsistencies, and adhering to the motto of “serving anyone anywhere in
the world,” a vision realized through the diversity of knowledge. Despite being
a collaboratively contributed platform, the Wikidata community heavily relies on
bots, automated accounts with batch, and speedy editing rights, for a majority of
edits. As Wikidata approaches its first decade, the question arises: How close is
Wikidata to achieving its vision of becoming a global KB and how diverse is it in
serving the global population? This dissertation investigates the current status of
Wikidata’s diversity, the role of bot interventions on diversity, and how bots can be
leveraged to improve diversity within the context of Wikidata.

The methodologies used in this study are mapping study and content analysis, which
led to the development of three datasets: 1) Wikidata Research Articles Dataset,
covering the literature on Wikidata from its first decade of existence sourced from
online databases to inspect its current status; 2) Wikidata Requests-for-Permissions
Dataset, based on the pages requesting bot rights on the Wikidata website to explore
bots from a community perspective; and 3) Wikidata Revision History Dataset,
compiled from the edit history of Wikidata to investigate bot editing behavior and
its impact on diversity, all of which are freely available online.

The insights gained from the mapping study reveal the growing popularity of Wiki-
data in the research community and its various application areas, indicative of its
progress toward the ultimate goal of reaching the global community. However, there
is currently no research addressing the topic of diversity in Wikidata, which could
shed light on its capacity to serve a diverse global population. To address this gap,
this dissertation proposes a diversity measurement concept that defines diversity in
a KB context in terms of variety, balance, and disparity and is capable of assessing
diversity in a KB from two main angles: user and data. The application of this con-
cept on the domains and classes of the Wikidata Revision History Dataset exposes
imbalanced content distribution across Wikidata domains, which indicates low data
diversity in Wikidata domains.

Further analysis discloses that bots have been active since the inception of Wiki-
data, and the community embraces their involvement in content editing tasks, often
importing data from Wikipedia, which shows a low diversity of sources in bot edits.
Bots and human users engage in similar editing tasks but exhibit distinct editing pat-
terns. The findings of this thesis confirm that bots possess the potential to influence
diversity within Wikidata by contributing substantial amounts of data to specific
classes and domains, leading to an imbalance. However, this potential can also be
harnessed to enhance coverage in classes with limited content and restore balance,
thus improving diversity. Hence, this study proposes to enhance diversity through
automation and demonstrate the practical implementation of the recommendations
using a specific use case.

In essence, this research enhances our understanding of diversity in relation to a KB,
elucidates the influence of automation on data diversity, and sheds light on diversity
improvement within a KB context through the usage of automation.
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Zusammenfassung
Seit seiner Einführung im Jahr 2012 hat sich Wikidata zu der größten offenen Wis-
sensdatenbank entwickelt, die mehr als 100 Millionen Datenelemente und über 6
Millionen registrierte Benutzer enthält. Wikidata dient als das strukturierte Rück-
grat von Wikipedia, indem es Datenunstimmigkeiten angeht und sich dem Motto
verschrieben hat, ’jedem überall auf der Welt zu dienen’, eine Vision, die durch die
Diversität des Wissens verwirklicht wird. Trotz seiner kooperativen Natur ist die
Wikidata-Community in hohem Maße auf Bots, automatisierte Konten mit Batch-
Verarbeitung und schnelle Bearbeitungsrechte angewiesen, um die Mehrheit der
Bearbeitungen durchzuführen.

Da Wikidata seinem ersten Jahrzehnt entgegengeht, stellt sich die Frage: Wie nahe
ist Wikidata daran, seine Vision, eine globale Wissensdatenbank zu werden, zu ver-
wirklichen, und wie ausgeprägt ist seine Dienstleistung für die globale Bevölkerung?
Diese Dissertation untersucht den aktuellen Status der Diversität von Wikidata,
die Rolle von Bot-Eingriffen in Bezug auf Diversität und wie Bots im Kontext von
Wikidata zur Verbesserung der Diversität genutzt werden können.

Die in dieser Studie verwendeten Methoden sind Mapping-Studie und Inhaltsanal-
yse, die zur Entwicklung von drei Datensätzen geführt haben: 1) Wikidata Re-
search Articles Dataset, die die Literatur zu Wikidata aus dem ersten Jahrzehnt aus
Online-Datenbanken umfasst, um den aktuellen Stand zu untersuchen; 2) Request-
for-Permission Dataset, der auf den Seiten zur Beantragung von Bot-Rechten auf
der Wikidata-Website basiert, um Bots aus der Perspektive der Gemeinschaft zu
untersuchen; und 3)Wikidata Revision History Dataset, der aus der Bearbeitung-
shistorie von Wikidata zusammengestellt wurde, um das Bearbeitungsverhalten von
Bots zu untersuchen und dessen Auswirkungen auf die Diversität, die alle online frei
verfügbar sind.

Die Erkenntnisse aus der Mapping-Studie zeigen die wachsende Beliebtheit vonWiki-
data in der Forschungsgemeinschaft und in verschiedenen Anwendungsbereichen,
was auf seinen Fortschritt hin zur letztendlichen Zielsetzung hindeutet, die globale
Gemeinschaft zu erreichen. Es gibt jedoch derzeit keine Forschung, die sich mit
dem Thema der Diversität in Wikidata befasst und Licht auf seine Fähigkeit wer-
fen könnte, eine vielfältige globale Bevölkerung zu bedienen. Um diese Lücke zu
schließen, schlägt diese Dissertation ein Konzept zur Messung der Diversität vor,
das die Diversität im Kontext einer Wissensbasis anhand von Vielfalt, Balance und
Diskrepanz definiert und in der Lage ist, die Diversität aus zwei Hauptperspektiven
zu bewerten: Benutzer und Daten.

Die Anwendung dieses Konzepts auf die Bereiche und Klassen des Wikidata Revision
History Dataset zeigt eine unausgewogene Verteilung des Inhalts über die Bereiche
von Wikidata auf, was auf eine geringe Diversität der Daten in den Bereichen von
Wikidata hinweist.

Weitere Analysen zeigen, dass Bots seit der Gründung von Wikidata aktiv waren
und von der Gemeinschaft inhaltliche Bearbeitungsaufgaben angenommen werden,
oft mit Datenimporten aus Wikipedia, was auf eine geringe Diversität der Quellen
bei Bot-Bearbeitungen hinweist. Bots und menschliche Benutzer führen ähnliche
Bearbeitungsaufgaben aus, zeigen jedoch unterschiedliche Bearbeitungsmuster. Die
Ergebnisse dieser Dissertation bestätigen, dass Bots das Potenzial haben, die Di-
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versität in Wikidata zu beeinflussen, indem sie bedeutende Datenmengen zu bes-
timmten Klassen und Bereichen beitragen, was zu einer Ungleichgewichtung führt.
Dieses Potenzial kann jedoch auch genutzt werden, um die Abdeckung in Klassen
mit begrenztem Inhalt zu verbessern und das Gleichgewicht wiederherzustellen, um
die Diversität zu verbessern. Daher schlägt diese Studie vor, die Diversität durch
Automatisierung zu verbessern und die praktische Umsetzung der Empfehlungen
anhand eines spezifischen Anwendungsfalls zu demonstrieren.

Kurz gesagt trägt diese Forschung dazu bei, unser Verständnis der Diversität im
Kontext einer Wissensbasis zu vertiefen, wirft Licht auf den Einfluss von Automa-
tisierung auf die Diversität von Daten und zeigt die Verbesserung der Diversität im
Kontext einer Wissensbasis durch die Verwendung von Automatisierung auf.
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Definition of Terms

Term Definition
Comment: Comment-text is a column of the Comment Table, which

contains the revision comment on every edit/change
made to a page.

District: A second-level administrative subdivision of a country.
Edit: A general term used to refer to any activity performed

on data within Wikidata.
Entity: The content of a Wikidata page which is identified with

an identifier like an item or property.
Item: A Wikidata page containing information about a topic

or concept which is identified with an identifier starting
with the letter Q and preceded by numbers. Example:
Q64 represents the item Berlin.

KB: A Knowledge Base (KB) is a centralized repository of
data that stores data in any form, such as in a tabular
or graph format.

KG: A Knowledge Graph (KG) is a knowledge base that
stores the data in graph format.

Property: A Wikidata page identified with an identifier starting
with the letter P and preceded by numbers. Example:
P1376 is the property for capital of which provide the
information on Berlin Q64 being the capital of Germany
Q183 and links both items in a linked data environment.

Revision: Each Wikidata edit is stored in the database and shows
who edited what (see Section 6.3.1).

Wikimedia Community The Wikimedia community comprises a global network
of volunteers from diverse backgrounds who actively
contribute to Wikimedia projects. They collaborate to
provide free knowledge to all. Community members
write, edit, and curate content, add images, translate,
and ensure project integrity. Operating on transparency
and shared goals, they engage in discussions, make pol-
icy decisions, organize events, and uphold core princi-
ples like neutrality and verifiability, guided by the ‘Five
Pillars of Wikipedia. Their collective efforts drive the
growth and improvement of the projects1.

Wikimedia Foundation The Wikimedia Foundation is a non-profit organization
established in 2003 and offers infrastructure, technical
support, and funding to sustain and enhance projects
like Wikipedia, Wiktionary, and Wikidata. Staff mem-
bers work on software development, community out-
reach, fundraising, legal matters, and public relations.
The foundation’s policies ensure project integrity and
foster a supportive environment for the global Wikime-
dia community2.

1https://wikimediafoundation.org/our-work/
2https://wikimediafoundation.org/
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Diversity Specific Terms

Term Definition
Balance: In a system with categories, the apportionment of elements into

categories shows balance (see Section 3.1.2).
Bias: a) A personal and sometimes unreasoned judgment. b) Sys-

tematic error introduced in sampling or testing by selecting or
encouraging one outcome or answer over others 3

Concentration : Exclusive attention to one object4.
Disparity: A noticeable and usually significant difference or dissimilarity5.

In a system with categories, the degree of dissimilarity between
categories shows disparity (see Section 3.1.2).

Equity: Freedom from bias or favoritism6.
Fairness: Lack of favoritism toward one side or another7.
Inclusion: The act or practice of including and accommodating people who

have historically been excluded (because of their race, gender,
sexuality, or ability)8.

Plurality: The state of being numerous9. A Wikidata design decision
that refers to the coexistence of multiple statements (see Sec-
tion 3.1.2).

3https://www.merriam-webster.com/dictionary/bias
4https://www.dictionary.com/browse/concentration
5https://www.merriam-webster.com/dictionary/disparity
6https://www.merriam-webster.com/dictionary/equity
7https://www.merriam-webster.com/dictionary/fairness
8https://www.merriam-webster.com/dictionary/inclusion
9https://www.merriam-webster.com/dictionary/plurality
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Chapter 1

INTRODUCTION

Wikidata, the sister project of Wikipedia, is a freely accessible and structured knowl-
edge base (KB) with the aim of serving the collective knowledge of the world. Re-
flecting the world knowledge means representing the knowledge in all the existing
languages on Earth, including all of the different viewpoints and beliefs. As a project
of Western origin, it is pertinent to assess the extent to which Wikidata has suc-
ceeded in fulfilling its mission of serving “anyone anywhere in the world.” In other
words, how viable is it for Wikidata to store knowledge pertaining to all inhabitants
of our planet? In particular, the Wikimedia Foundation1, which oversees various
Wiki projects including Wikidata, has set the goal of achieving “knowledge equity”
by 2030 and aims to become the fundamental infrastructure for the ecosystem of free
knowledge. Our primary focus is to assess the progress of Wikidata in its endeavor to
become a comprehensive repository of global knowledge, especially as it approaches
the end of its first decade of existence. This issue becomes more significant when we
consider that the majority of edits are carried out by a limited number of automated
accounts, overshadowing the contributions of a larger number of human users.

1.1 Research Motivation
In the current digital era, the absence of digitalization can pose challenges to access-
ing and preserving information, leading to a potential loss of valuable knowledge over
time. This limitation can restrict our understanding of the world, as we may only
have access to a limited set of facts that are available in digital formats. The use of
digital assistants has become a regular part of our daily lives, providing answers to
diverse inquiries ranging from weather forecasts and commute updates to historical
information. These digital assistants rely on KBs as sources of information, which
play a vital role in digitally preserving and providing access to knowledge.

While there are multiple KBs available, Wikidata was specifically developed to serve
as a structured repository of knowledge that is accessible not only to humans but
also to machines with the slogan of “serving anyone anywhere in the world.” Serving

1https://wikimediafoundation.org

1



2 1.1. RESEARCH MOTIVATION

the global population means having the capacity to reflect the diverse languages,
topics, and opinions/ideas that exist worldwide. Becoming a comprehensive source
of world knowledge comes with challenges, particularly in a structured KB where
data is stored in a format distinct from plain text and adheres to a defined data model
for improved accessibility and utilization. There are numerous disputed issues, and
finding a universally accepted statement can be difficult. For example, the status of
Kashmir is a subject of dispute between India, China, and Pakistan. Storing such
facts requires a structured KB that can accommodate contradictory statements.
Wikidata addresses this by allowing the coexistence of multiple statements, known
as plurality, which is a key design decision that distinguishes it from other KBs.

Furthermore, in the 21st century, our world is shaped by the ups and downs of human
history. All historical events contribute to our collective knowledge and provide
insight into our current circumstances. It is crucial for a KB to include relevant
historical events in order to preserve our history. Wikidata makes this possible
through its pluralism feature, which allows for the storage of multiple values related
to specific topics of interest.

So far, Wikidata appears to have the potential to become a global KB. However,
as a native Persian speaker with an Eastern background, I am curious to know how
well my language and culture are represented in Wikidata. I wonder if I can find
my values and topics of interest there, despite its Western origin. Moreover, I am
interested in understanding how the plurality feature of Wikidata can help me pre-
serve my history and culture, safeguarding them from being altered by the ongoing
crises and political agendas in Afghanistan. In this current period, there is a risk
of manipulation and gradual erasure of my language and culture. In August 2021,
a terrorist group2 has taken control of Afghanistan. In addition to numerous other
unlawful acts3, they have initiated the removal of Persian from formal communi-
cation areas, such as government letters4 and signage in government institutions5.
Moreover, there has been a significant increase in forced displacements of the lo-
cal population6, aimed at altering the ethnic fabric of the geography. Attempts to
eliminate the Persian language and its speakers in the past [159] have resulted in
multiple areas being renamed from Persian to Pashtu, such as Sabzawar renamed
to Shindand7, and Qeratapa renamed Turghundi8 that were the historical names of
these districts [356]. These name changes were intended to showcase the dominance
of Pashtun culture for political reasons. Thus, it is essential to preserve our language
and culture in order to protect our history from manipulation.

In addition, Wikidata, which serves as a widely utilized source of structured data
for both humans and machines, recently celebrated its tenth anniversary. This is
an opportune moment to reflect on the extent of Wikidata’s success in realizing its
objective of providing service globally to individuals across the world. Investigating
such a matter necessitates a comprehensive comprehension of the design decisions
employed in Wikidata, as they serve as the distinguishing characteristics that set it

2United States List of Foreign Terrorist Organizations[Accessed 20.12.2023]
3One Year of Taliban Rule in Afghanistan: A Predictable Disaster[Accessed 12.10.2022]
4Taliban abolishes the Persian language from Supreme Court bill [Accessed 12.10.2022]
5Taliban Group Removes Persian from the Sign Boards at Education Directorate of Herat

Province. [Accessed 12.10.2022]
6Forced displacements of ethnic groups in Afghanistan[Accessed 13.12.2022]
7https://fa.wikipedia.org/wiki/������
8https://fa.wikipedia.org/wiki/��������

https://www.state.gov/foreign-terrorist-organizations/
https://icct.nl/publication/one-year-of-taliban-rule-in-afghanistan-a-predictable-disaster/
https://www.aninews.in/news/world/asia/taliban-abolishes-persian-language-from-supeme-court-bill20220423170132/
https://8am.media/eng/taliban-group-removes-dari-from-the-sign-boards-at-education-directorate-of-herat-province/
https://8am.media/eng/taliban-group-removes-dari-from-the-sign-boards-at-education-directorate-of-herat-province/
https://parsi.euronews.com/2022/12/13/exclusive-report-forced-deportation-of-population-ethnic-groups-in-afghanistan-uzbek-hazar
https://fa.wikipedia.org/wiki/شیندند
https://fa.wikipedia.org/wiki/تورغوندی
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apart from other KBs. This understanding can help uncover the primary purpose
for which Wikidata was developed. Examining these design decisions, we observe
that each of them implicitly relates to the concept of diversity. Therefore, diversity
appears to be the overarching objective of Wikidata. One specific design decision,
known as plurality, explicitly facilitates support for diversity by allowing the storage
of multiple statements together. Despite plurality being one of the key factors that
enable Wikidata to serve the diverse human population on Earth, it has received lim-
ited attention in existing research on Wikidata. Our knowledge about the concept
of plurality and its role as the sole representative of diversity in Wikidata remains
limited. Furthermore, existing research on Wikidata highlights an intriguing aspect
of the Wikidata community: a small group of contributors perform most of the edit-
ing through automation. As contributions to Wikidata are made by a community of
volunteers without a defined plan for data input, the data being contributed is more
likely to reflect the interests and values of the editors in their respective languages.
Consequently, automation can become a dominant factor that overshadows manual
edits and presents a challenge to the objective of achieving sufficient diversity to
serve the global population.

Hence, while diversity remains a crucial factor in helping Wikidata fulfill its ulti-
mate goal of becoming a global KB, it is essential to acknowledge the long-standing
reliance of the Wikidata community on the automation of edits through bots. This
reliance has persisted for a decade, posing further considerations for ensuring di-
versity within Wikidata. Bots, despite being fewer in number (less than 500), have
a substantial impact on the volume of edits in Wikidata, surpassing the combined
edits of tens of thousands of human users. Given that bots perform the majority
of edits, their contributions undoubtedly have a significant influence on the data
within Wikidata.

This situation raises the question of how effectively bots contribute to the overar-
ching goal of Wikidata to become a global KB. However, due to the vast scope of
this question, it is impractical to address it in a single attempt. Therefore, we break
down this question into smaller, more manageable research inquiries.

In the following sections, we present our research questions and outline our approach
to addressing them.

1.2 Research Questions
The design principles of Wikidata (cf. Section 2.1.1) emphasize the importance of
diversity in achieving its overarching goal. This commitment to diversity aligns with
the Movement Strategy Process of the Wikimedia Foundation, which aims to achieve
knowledge equity by 20309.

However, there have been no studies conducted thus far to assess the progress of
Wikidata in achieving its overall goal. After a decade, has Wikidata made significant
strides toward serving as a repository of global knowledge, or are further measures
required to help it fulfill its overarching goal? Notably, research has revealed the
dominance of Western languages over other languages in Wikidata, and the majority
of edits in this collaboratively edited KB are performed by bots, which are fewer in
number (i.e., hundreds) compared to active human users (i.e., 20K+).

9https://meta.wikimedia.org/wiki/Strategy/Wikimedia_movement/2018-20

https://meta.wikimedia.org/wiki/Strategy/Wikimedia_movement/2018-20
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Considering our basic understanding of bots, we assume that bot edits are less di-
verse compared to human edits, as humans tend to automate simple, repetitive, and
time-consuming tasks. The substantial volume of bot edits implies the prevalence of
repetitive and straightforward changes over more diverse edits. This raises questions
such as: How has the extensive use of bots in Wikidata impacted the diversity of
topics, perspectives, and languages within the platform? Existing research indicates
that Western languages currently dominate Wikidata, while other languages appear
to receive less attention. This suggests that Wikidata is primarily utilized in the
West and may not be serving everyone everywhere in the world as intended. There-
fore, Wikidata has yet to achieve its original goal. Given that bots have played
a significant role in editing, it is important to investigate whether they have con-
tributed to the dominance of certain languages over others. Furthermore, we need
to explore how the dominance of specific languages affects the diversity objective of
Wikidata and identify strategies to foster greater diversity to cater to a more varied
audience. The aforementioned issues, among others, may arise when considering
this topic. However, our study focuses on providing an overview of the diversity of
Wikidata, examining the impact of bot edits on its diversity status, and utilizing
bots for diversity improvements. We have defined the following research questions
for this study:

RQ1. What is the current status of Wikidata in terms of diversity?

1.1 What does diversity mean in the Wikidata context?

1.2 How to measure the diversity status of Wikidata?

1.3 How diverse is Wikidata at the current point in time?

RQ2. How do bots and their high volume of edits impact diversity in Wikidata?

2.1 How do bots contribute to editing Wikidata and where do they stand in com-
parison to human users?

2.2 Do bots possess the potential to influence diversity within Wikidata?

2.3 How can bots contribute to enhancing diversity in Wikidata?

By thoroughly investigating these questions and presenting detailed insights, this
study aims to contribute to the existing knowledge and understanding of the topic.
The following chapters offer a deeper exploration and analysis of the research ques-
tions, providing readers with a comprehensive understanding of the research process
and the significance of the results obtained.

1.3 Research Contributions
This thesis contributes to the existing body of knowledge in several ways. The main
contributions of this thesis are as follows:

• Presenting an overview of the existing literature on Wikidata with a compiled
dataset that is freely available online,

• Defining diversity in a KB context and developing a conceptual framework for
measuring diversity in a KB,
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• Presenting of the current state of diversity in Wikidata,

• In-depth analysis of bots and their impact on diversity in Wikidata,

• Compiling two datasets related to bots that are freely available online with
their respective codebooks.

Overall, this thesis makes a significant contribution to the broader understanding of
diversity within KBs and the role of automation in shaping it, with a specific empha-
sis on Wikidata. By examining various dimensions of diversity and investigating the
impact of bot edits, the thesis provides valuable insights into the complexities and
challenges associated with achieving diversity in structured knowledge repositories.

1.4 Thesis Organization
Figure 1.1 provides an overview of the organization of the chapters of this thesis.

Chapter 2: Wikidata. In this chapter, we provide an in-depth exploration of
Wikidata KB. This chapter explores the purpose and objectives behind the creation
of Wikidata, shedding light on the design decisions that shape its structure and
functionality. Additionally, it examines the contributing community that drives the
growth and development of Wikidata.

Furthermore, this chapter offers a comprehensive review of the existing research on
Wikidata. By examining previous studies and scholarly work, we aim to provide a
state-of-the-art perspective on the advancements and insights gained in the field of
Wikidata research. This review serves as the foundation for this study, informing
the approach used and contributing to the general understanding of the current state
of Wikidata knowledge.

Chapter 3: Diversity & Wikidata. This chapter is dedicated to delving into
the topic of diversity within the context of Wikidata. This chapter sets the stage by
providing the basics of diversity, starting with the definition of the term “diversity”
and exploring how it is interpreted and measured in various other contexts. Based on
these insights, the chapter then introduces a unique concept for measuring diversity
that is specifically tailored to the Wikidata KB environment.

Chapter 3 serves as a crucial stepping stone in the thesis, offering an in-depth anal-
ysis of diversity and laying the groundwork for subsequent chapters. It provides a
theoretical framework that informs the research approach undertaken to investigate
and improve diversity in Wikidata.

Chapter 4: Wikidata Diversity Status. Using the proposed diversity mea-
surement concept, Chapter 4 offers a comprehensive overview of the current state of
diversity within Wikidata. This chapter examines the degree of diversity present in
Wikidata and provides a detailed analysis of the findings. Through this analysis, we
aim to uncover any existing gaps or imbalances in Wikidata and gain insight into
the distribution and representation of information across different categories. The
chapter serves as a foundation for further exploration and discussion on enhancing
diversity in Wikidata.
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Chapter 5: Research Data & Approach. Based on the findings presented in
Chapter 4, further investigation is required to understand the underlying reasons
for the current diversity status of Wikidata.

Chapter 5 provides a thorough and detailed account of the research approach utilized
in this study. It outlines the specific data requirements and describes the procedures
employed for data collection. The chapter discusses the essential pre-processing steps
undertaken to ensure the data’s reliability and suitability for analysis.

Chapter 6: Bots, Diversity & Wikidata. This chapter provides an in-depth
exploration of bots in the Wikidata ecosystem, shedding light on their social dy-
namics, contributions, and their influence on the diversity landscape. Through this
examination, we gain a deeper understanding of the intricate relationship between
bots and diversity within the context of Wikidata.

Chapter 7: Recommendations on Diversity Improvement. In Chapter 7,
we delve into the realm of addressing the diversity gaps identified and the impact of
bots on diversity within Wikidata. Building upon our findings, this chapter presents
our recommended approach to enhance diversity in Wikidata through the utilization
of bots. We outline specific strategies and methods that can be employed to bridge
the diversity gaps and promote a more inclusive and balanced representation of
knowledge within the platform.

Chapter 8: Conclusion. Following the presentation of our proposed approach,
we conclude our study by summarizing the key insights and implications derived from
our research. We reflect on the significance of our findings and their implications
for the broader field of knowledge curation and representation. Additionally, we
offer suggestions for future research directions, highlighting potential avenues for
further investigation to advance the understanding and improvement of diversity in
knowledge bases such as Wikidata.

With this final chapter, we bring our study to a close, underscoring the importance
of diversity and offering a pathway towards its improvement in Wikidata.
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Chapter 2

WIKIDATA

2.1 Background

Wikidata is a structured KB developed by the Wikimedia Deutschland, the German
Chapter of the Wikimedia Foundation. It was launched on 29 October 2012, with
the primary goal of addressing the data inconsistencies present in Wikipedia [326].
Wikipedia, the most popular collaboratively edited KB by the Wikimedia Founda-
tion, had been launched a decade prior to Wikidata and already contained millions of
articles in more than 280 languages. Despite the valuable data stored in Wikipedia,
it is in text format, making it difficult to directly access and utilize for purposes
such as reuse or analysis. This limitation served as another driving factor behind
the development of Wikidata [326]. Hence, Wikidata aims to serve as a centralized
storage, providing interwiki links and infobox data that span numerous language edi-
tions of Wikipedia. Wikidata works towards enhancing the consistency and quality
of Wikipedia articles while making information more accessible in smaller language
versions of Wikipedia. It also reduces the maintenance workload of the Wikipedia
community volunteer contributors [260]. For example, with Wikidata, there is no
longer a need to manually update over 280 language versions of Wikipedia regarding
the population of Berlin after a new consensus. This data becomes available to all
infoboxes in every language version of Wikipedia upon its entry into Wikidata.

The issue of data inconsistency exists in Wikipedia articles across different language
versions because each version of Wikipedia is independent and contains different
statements and opinions that reflect the beliefs of its respective community. While
Wikipedia allows for a diversity of opinions, accessing or analyzing them together to
gain an overview of the most disputed or globally agreed topics is challenging due
to the text format of Wikipedia articles (cf. Figure 2.1b on page 10). Furthermore,
users outside of that language community typically do not utilize a significant portion
of the information in a particular version of the language due to their unfamiliarity
with the language. As a result, existing data cannot be efficiently reused or utilized
for analysis purposes.

9
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(a) Wikidata item in structured format (b) Wikipedia article in text format

Figure 2.1: An overview of data representation in Wikidata and Wikipedia.

To address this issue, the concept of a centralized KB was developed, where all
data could coexist and be easily accessed and queried. This led to the creation of
Wikidata. Despite the existence of structured KBs like DBpedia1 before the launch
of Wikidata, which also utilizes data from Wikipedia [136], Wikidata was developed
with distinct design decisions and objectives that set it apart as a unique KB.

This chapter introduces the fundamental concepts related to Wikidata. We begin
by discussing the unique features and design decisions that distinguish Wikidata
from other existing KBs. An overview of these design decisions not only helps us
understand the main goals of Wikidata but also provides insight into the underlying
data model, which is further explained in this chapter.

As the data in Wikidata are contributed by a community of volunteers, we also
present an introduction to the Wikidata contributing community to shed light on
the collaborative editing dynamics within Wikidata. Considering the substantial
size of the Wikidata community, we explore the popularity of Wikidata worldwide
and its progress toward the ultimate goal of providing free knowledge to all through
a research lens.

Furthermore, this chapter delves into the existing literature on Wikidata, extending
this introduction from a research perspective. It identifies the primary goals for
which Wikidata was developed, examines the progress made thus far, and highlights
areas that require further study and exploration.

Thus, this chapter serves as both an introduction to Wikidata and a comprehensive
overview of its goals, achievements, and areas for future investigation.

2.1.1 Goals and Design Decisions

To answer the question of why another KB?, while there were many KBs before the
launch of Wikidata, we need to find the distinguishing features that Wikidata has
by reflecting on the design principles on which Wikidata was developed.

1DBpedia is a KB that aims to extract data from various Wikimedia projects in a structured
format. It is available at: https://www.dbpedia.org/.

https://www.dbpedia.org/
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The ultimate goal of Wikidata is to serve individuals globally. This means that
Wikidata wants to capture the world’s knowledge so that we can serve it to any
individual from any part of the world. Considering this goal which distinguishes
Wikidata from other existing KBs, a number of design decisions were defined for
Wikidata to make it capable of this feature. These design decisions according to
Vrandečić and Krötzsch are open editing, community control, plurality, secondary
data, multilingual data, easy access, and continuous evolution [326].

Looking into the details of these design decisions gives us the impression that they
all refer to the diversity concept in some way or another. In the following, we provide
a glance into each of these design decisions and how each one might be related to
the diversity concept:

Open editing. Wikidata allows contributions from anyone, with or without a
Wikidata user account [326]. This shows that Wikidata is willing to also store the
knowledge of individuals who are not part of the Wikidata community. This way
it is open to a broader and more diverse range of the world population who don’t
want to be tied to a community but have something to contribute. Additionally,
more contributions from anyone can increase the chances of being used by anyone.

Community control. The Wikidata community contributions are not limited to
data contribution alone, but also to decide the schema of the data [326]. Adminis-
trators are periodically elected by the Wikidata community, and all existing issues
are discussed, planned, and decided through the Wikidata community portal2. The
community decides on the properties that relate to each item class. While, adding
items is a rather easy task that any user can do, adding new properties needs more
detailed discussions in the community. This shows that Wikidata is not always run
by a specific group of people, but individuals from any part of the world who show
expertise and commitment through their contributions can get the chance to get
involved in the administrative issues and decide for Wikidata. Therefore, Wikidata
can benefit from the insights and expertise of dedicated contributors with diverse
backgrounds from around the world.

Plurality. Wikidata provides a mechanism for storing multiple values for the same
data. This is because Wikidata wants to centralize the data and allow all of the
existing or possible values to coexist, even if they contradict each other [326]. This
allows people with different views to contribute to the same topic and state their
part of the fact. Similarly, it allows the world to identify it as a disputed topic
without having to judge or decide on the right one [326].

Additionally, this feature provides a more complete picture regarding an entity, e.g.,
a scientist might have had multiple scientific discoveries that need to be addressed as
scientific achievements. Furthermore, it gives the possibility to look at how a topic
has evolved over time. For example, when looking at the population of a city or a
country in Wikidata, we can see the ups and downs of the population numbers from
the last decade or century and see how the population has increased or decreased
over time.

2https://www.wikidata.org/wiki/Wikidata:Community_portal
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In Wikidata plurality can exist in the following parts of an item: Multiple labels from
different languages, multiple aliases, more than one value for properties, qualifiers,
and references, or multiple statements in an item.

Secondary data. Wikidata is not a primary source of knowledge, but a secondary
source that stores facts from the primary sources of knowledge like books, articles,
or encyclopedias, as some examples. For this reason, any piece of data needs a
proper source to be considered reliable in Wikidata [326]. Incorporating data from
a range of sources results in a greater diversity of topics and perspectives. This can
attract a broader audience, as individuals can discover subjects of personal interest
to contribute to or utilize.

Multilingual data. Data in Wikidata are stored in a language-independent form
with the help of unique ids for items (Q followed by a number) and properties (P fol-
lowed by a number). The idea is to have all the data in a centralized form where the
values are universal and the labels can be translated into multiple languages [326].
This avoids data inconsistencies that exist in Wikipedia language versions and al-
lows all to have access to the same values in their own languages. This is in contrast
to Wikipedia where every language version is independent of other languages and
only the language community of a language is capable of editing and consuming that
language, while, it remains not understandable and, therefore, inaccessible to the
rest of the world outside that specific language community. This feature provides a
unified view of the knowledge with the same values in all languages.

Easy access. Wikidata was developed to serve as a structured source of data for
Wikipedia [326], however, today it is used in many projects beyond the Wikimedia
Foundation. Data are accessible in various formats to reach more audiences, in-
cluding JavaScript Object Notation (JSON) and Resource Description Framework
(RDF) and are also reachable through the Wikidata Query Service (WDQS). [326].
Additionally, data are made available in the form of dump files for researchers deal-
ing with approaches that generate sizable datasets. For standard data access, the
user interface and query service assist users in locating the necessary information.

Continuous evolution. Wikidata is developed to evolve with the emerging needs
of its community [326]. It is under constant refinement and is being enhanced
through community feedback on the existing system and its needed features. Being
continuously evolving means being more flexible to counter knowledge from diverse
sources with varying formats.

In summary, upon closer examination of these design decisions, it becomes apparent
that all of the aforementioned design principles, in various ways, align with the con-
cept of diversity. These design choices collectively contribute to the overarching goal
of fostering a diverse and inclusive KB. For instance, open editing allows contribu-
tions from both registered and unregistered users, ensuring that diverse voices and
perspectives can be represented. Community control ensures that decision-making
power is not centralized and that contributors from various backgrounds can shape
the direction of Wikidata. Plurality allows for the coexistence of different beliefs and
opinions within the KB. The inclusion of data from various sources promotes the
integration of diverse information. Multilingual support enables the representation
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of knowledge in multiple languages, catering to a global audience. Easy access to
data ensures that it can be utilized in various ways for different purposes.

Therefore, it can be inferred that diversity plays a crucial role in achieving the
ultimate goal of Wikidata, which is to serve “anyone anywhere in the world” by
reflecting the diversity of world knowledge. Understanding the extent to which
Wikidata has been successful in achieving this goal requires exploring the concept
of diversity within the platform.

As mentioned before, one notable aspect of Wikidata is its openness to both reg-
istered community members and non-registered users. While anyone can benefit
from the Wikidata data, community members have additional responsibilities and
decision-making authority that influence the way Wikidata functions. Therefore,
exploring the Wikidata community and its dynamics presents an intriguing avenue,
especially concerning the topic of diversity, as the content on Wikidata results from
the collaborative contributions of its participants. The subsequent section offers a
description of the Wikidata community.

2.1.2 Contributing Community

In a collaborative KB like Wikidata where data is considered the focus of the system,
users contributing to this data also have an influence on the data and the system.
Wikidata’s contributing community, as mentioned earlier, not only contributes data
but also decides on the schema of these data. Further, we are interested in under-
standing how users impact diversity in Wikidata. For this reason, we introduce the
existing types of Wikidata contributors.

Existing research on the Wikidata community identifies that the main contributing
user groups on Wikidata are human users and bots [206]. Their edits are accordingly
categorized as manual and automated edits. Recent studies have also identified tools
that exhibit distinguishing features from contributions made by bots and human
users. Tools perform a visible number of edits in Wikidata and are called semi-
automatic edits [270]. The edits done without being logged in or through registered
user accounts are called anonymous edits. As there is not enough information stored
regarding these anonymous editors, we cannot determine their automation level.

In Wikidata registered users can be granted any of the user access levels based on the
instructions on the Wikidata website3. However, since Wikidata is open and allows
unregistered edits, not all edits belong to the defined user access levels. Therefore,
we follow the definition of the Wikidata user groups based on the differentiating
features of their edits in Wikidata, which are revealed in the research and are defined
as follows. In the following, we provide an introduction to each of the user groups
mentioned which are identified in Wikidata research.

Human Users Human users are the main contributors to any KB, including Wiki-
data. They are the controllers of Wikidata and, therefore, can get any access level
from a normal editor to a bureaucrat or administrator, which are decisive positions.
As mentioned earlier, the existing Wikidata research on human users reveals the

3Wikidata:User access levels: https://www.wikidata.org/wiki/Wikidata:User_access_
levels

https://www.wikidata.org/wiki/Wikidata:User_access_levels
https://www.wikidata.org/wiki/Wikidata:User_access_levels
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role change of these users over time in Wikidata from simple editors to becoming
community members and taking more responsibilities than just editing [240, 270].

In Wikidata there are more than 6 million registered users, and among them are
around 24K active users4 (i.e., users who perform at least five edits per month).
The majority of these users are human users, other types of users (i.e., bots, tools,
and anonymous) each have certain differentiating attributes which we explain in the
following. Any users without such differentiating attributes are considered human
user accounts.

Bots. According to the Wikidata definition5, “bots are tools used to make edits
without the necessity of human decision-making”. They can add any form of data
like item, term, statement, and source among other activities they can perform in
Wikidata. Although they are user accounts created and operated by humans, their
automated and unique high-speed editing style has given bots a differentiating iden-
tity. Based on Wikidata policy, bot accounts should contain the word bot somewhere
in the username of the account for easier distinction from other user groups6. The
bot policy also mentions that bot accounts need to go through a process called Ap-
proval Process7 in order to get permissions to operate as a bot account. Currently,
there exists a list of 355 flagged bot accounts on the Wikidata website8.

In the existing research on Wikidata we could see that despite their high levels of
activity and possible impact on Wikidata, bots are yet a rather unexplored user
group. A number of studies have only focused on the editing activities of this
user group [206, 298, 114], and have shown concern about their possible impact on
Wikidata [238]. Although bots are run by human operators, their ability to perform
batch edits with their extensive use in Wikidata has given them a distinguishing
feature from other human user accounts. For this reason, it makes us curious to
know more about bots like what editing patterns they have, how can we define their
collaboration with other user groups, and what types of activities or edits are mostly
performed through them. In addition, the questions of how they impact the quality
and diversity of Wikidata are yet to be explored.

Tools Tools are features introduced in Wikidata to facilitate data access to Wiki-
data more quickly and comfortably9, Wikidata Query Service is one of the most
popular examples of the tools to search and access Wikidata items 10. Currently,
there exist nearly one thousand Wikimedia related tools11, of which around 200
tools are Wikidata specific tools12. These tools are developed and used for differ-

4Wikidata statistics: https://www.wikidata.org/wiki/Special:Statistics[Accessed
20.08.2023]

5Wikidata Bots: https://www.wikidata.org/wiki/Wikidata:Bots [Accessed 04.01.2021]
6Bot accounts: https://www.wikidata.org/wiki/Wikidata:Bots [Accessed 04.01.2021]
7Approval process: https://www.wikidata.org/wiki/Wikidata:Bots [Accessed 04.01.2021]
8Wikidata: List of bots: https://www.wikidata.org/wiki/Wikidata:List_of_bots [Accessed

11.05.2023]
9Wikidata Tools: https://www.wikidata.org/wiki/Wikidata:Tools [Accessed 05.01.2021]

10WDQS: https://query.wikidata.org/ [Accessed 05.01.2021]
11Tools Directory: https://hay.toolforge.org/directory/# [Accessed 05.01.2021]
12Wikidata Tools: https://hay.toolforge.org/directory/#/search/wikidata [Accessed

05.01.2021]

https://www.wikidata.org/wiki/Special:Statistics
https://www.wikidata.org/wiki/Wikidata:Bots
https://www.wikidata.org/wiki/Wikidata:Bots
https://www.wikidata.org/wiki/Wikidata:Bots
https://www.wikidata.org/wiki/Wikidata:List_of_bots
https://www.wikidata.org/wiki/Wikidata:Tools
https://query.wikidata.org/
https://hay.toolforge.org/directory/#
https://hay.toolforge.org/directory/#/search/wikidata
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ent purposes, such as adding and editing items (e.g., QuickStatements13), querying
Wikidata (e.g., Scholia14) and visualizing data (e.g., Reasonator15).

The tools are distinct from the bot user group as they are not separate user accounts.
Rather, they are features used by Wikidata users to enhance efficiency and reduce
the time required for editing. For this reason, edits performed with tools are called
semi-automated edits. As the usage of tools also usually speeds up the editing
process and has a differentiating effect on the editing behavior of the users, tools
are considered a separate user group. Edits performed with tools usually have a
trace of the tool name in the comment section of the Wikidata revision history, and
therefore, such edits can be identified16 as done in [270].

Anonymous Earlier we mentioned that Wikidata allows anyone to access and
edit Wikidata, even if they are not logged in. Edits performed by unregistered users
are called anonymous edits and belong to the anonymous user group. As these users
are not logged in, there is no information available about these users except their
IP addresses.

In short, in the Wikidata research, we could identify four user groups which are
human, bot, tool, and anonymous. Bot and tool user groups have special rights
to perform high-speed edits through automation for editing Wikidata, and human
and anonymous users perform manual edits. Thus, each user group might have
a different editing impact on Wikidata and contribute differently to achieving the
overall goal of serving the whole world.

Next, we discuss the most important aspect of a KB, the data model that explains
how the data are stored and can be accessed in Wikidata.

2.1.3 Data Model
Wikidata follows the Wikipedia scheme for storing data about a single entity on one
page17. While this entity in Wikipedia is in human-readable text form represented
as an Article, in Wikidata such entity pages contain not only human-readable but
also machine-readable data called Item and Property pages18. The data model of
Wikidata can be seen in Figure 2.2.

Wikidata stores similar pages separated per namespace e.g., all items exist in the
main namespace (also called namespace 0) and all properties are in the property
namespace also known as namespace 120. A complete list of Wikidata namespaces
and page types is available on the Wikidata website19.

The item and property pages are very similar in Wikidata; thus, explaining the item
page and its content could give an impression of the property page as well. Wikidata
wants to make every portion of data accessible and be used by query services and

13QuickStatements: https://quickstatements.toolforge.org/#/[Accessed 05.01.2021]
14Scholia: https://scholia.toolforge.org/[Accessed 05.01.2021]
15Reasonator: https://reasonator.toolforge.org/ [Accessed 05.01.2021]
16Wikidata semi-automated tool edit indicators: https://meta.wikimedia.org/wiki/Research:

Understanding_Wikidata%27s_Value/semi-automated_tool_edit_indicators [Accessed
05.01.2021]

17Data model: https://www.mediawiki.org/wiki/Wikibase/DataModel
18Wikidata Data Model, https://meta.wikimedia.org/wiki/Wikidata/Data_model_update
19Namespaces: https://www.wikidata.org/wiki/Help:Namespaces [Accessed: 08.10.2020]

https://quickstatements.toolforge.org/#/
https://scholia.toolforge.org/
https://reasonator.toolforge.org/
https://meta.wikimedia.org/wiki/Research:Understanding_Wikidata%27s_Value/semi-automated_tool_edit_indicators
https://meta.wikimedia.org/wiki/Research:Understanding_Wikidata%27s_Value/semi-automated_tool_edit_indicators
https://www.mediawiki.org/wiki/Wikibase/DataModel
https://meta.wikimedia.org/wiki/Wikidata/Data_model_update
https://www.wikidata.org/wiki/Help:Namespaces
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Figure 2.2: Data model of Wikidata.

data analysis tools, so it has defined its data model to have smaller parts in item
and property pages. The parts which consist of an item or the contents of an item
page in Wikidata are:

Identifier. Each item is stored in Wikidata using a defined item identifier which
starts with the letter Q and is followed by numbers e.g., Q42 for Douglas Adams in
Figure 2.2. Properties also have a property identifier that follows the same pattern
as items and starts with the letter P and is followed by a number, e.g., P22 for
has father or P25 for has mother. The item identifier is used to store the data in
a language-independent form and is only readable by machines. To make the data
human-readable, multilingual labels, descriptions and aliases are used. Together,
they are called term. The term is also part of the item identifier because a label
alone cannot provide all the information for an entity. For example, when looking at
the Berlin label, one needs to refer to the details provided in the description to make
sure that it is the capital of Germany, because Berlin is also the name of a city in
the United States20. Thus, we need a description and alias to find out which Berlin
is talked about here. There can be multiple aliases for one item, and Wikidata can
store all as a result of being designed to support plurality.

Statement. The main data about an item is stored in statements. Statements in
Wikidata come in the form of property-value pairs to convey information about the
item. A statement consists of a claim, a qualifier, a reference, and a rank.

- Claim. The value section of a statement is called a claim. This portion of the
statement does not consist solely of strings; the value itself could also be an item.

20https://www.mediawiki.org/wiki/Wikibase/DataModel/Primer [Accessed 08.10.2020]

https://www.mediawiki.org/wiki/Wikibase/DataModel/Primer
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For instance, St John’s College represents the item (Q691283)21 and serves as the
value denoting the educational institution of Douglas Adams in Figure 2.2. We
also observe a second value for this property, once again an item, namely Brent-
wood School (Q4961791)22. Thus, statements link Wikidata items and describe the
relationship through the property of the statement such as Douglas Adams being
educated at Brentwood School.

- Qualifier The statement that Douglas Adams attended St John’s College does
not convey complete information unless it does not specify the period for this fact.
The information adding the time frame when Douglas Adams attended Brentwood
School in the value section is called qualifier which provides details about the time
frame that this claim is true, i.e., 1959 to 1970 (cf. Figure 2.2). Similar to statements,
qualifiers are also property-value pairs that provide context to a statement, while
statements further elaborate on items.

- Reference. To ensure the reliability of a claim, references are added in the
statement. In our example, there are two sources that confirm the claim that Douglas
Adams attended St John’s College, and both are included because Wikidata can
store multiple values together, even if they contradict each other.

- Rank. Another part of a statement is rank and is used to mark values as pre-
ferred, normal, or deprecated to facilitate the selection of value in case of multiple
values for a property. It is useful in cases like the population to mark the accu-
rate and up-to-date value as preferred, to indicate the default value, and mark the
outdated values as deprecated.

Overall, statements contain two main parts which are claim (value and qualifier)
and reference.

Sitelink. The identification of Wiki pages is done through sitelinks also called
interwiki links or interlanguage links. A sitelink is a special link that contains a link
and a title and identifies a Wikidata page from an external site on Wikimedia sites
like Wikipedia or Wikisource. Sitelinks appear as lists on every item page and are a
means of linking Wikidata pages to the Wikimedia site to ensure that every item has
at least one corresponding page in the Wikimedia sphere and meets the Wikidata
notability criteria23. They also aid in finding out which items are unique and which
items represent redundant concepts and are subject to merging. Figure 2.3 shows
a part of the Wikipedia sitelinks list on the Wikidata item page of Barack Obama
(Q76) where the pages in each language version have identifiers like enwiki represents
English Wikipedia.

- Badge. A badge can be attached to a sitelink for marking purposes. For example,
the sitelinks on Universe (Q1) item page on Wikidata show two badges which means
a featured article on Universe exists in Finnish Wikipedia and a good article is there
in English Wikipedia as can be seen in Figure 2.3.

21https://www.wikidata.org/wiki/Q691283 [Accessed: 19.09.2022]
22https://www.wikidata.org/wiki/Q4961791[Accessed: 19.09.2022].
23https://www.wikidata.org/wiki/Wikidata:Notability

https://www.wikidata.org/wiki/Q691283
https://www.wikidata.org/wiki/Q4961791
https://www.wikidata.org/wiki/Wikidata:Notability
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Figure 2.3: Sitelinks and badges on Universe (Q1) Wikidata item.

The first section of this chapter has provided a general introduction to Wikidata
with a focus on the reasons and design principles for the development of Wikidata,
the contributing community, and the data model of this structured KB. Wikidata is
moving forward toward the goal of becoming a world KB that can provide service
globally to individuals across the world. The design decisions of Wikidata implicitly
refer to the concept of diversity and diversity seems to be the factor that enables
Wikidata to achieve its overarching goal.

In the next section, we present the one-decade status of Wikidata from a research
perspective. We are interested to know where Wikidata stands in the journey of
becoming a world KB.

2.2 Wikidata From a Research Perspective

Wikidata aims to reach “anyone anywhere in the world”, to get an impression of how
successful Wikidata has been so far in achieving this goal, we narrow our scope to
the research community and explore Wikidata from a research perspective to know
how popular Wikidata is among the researchers around the globe considering the
fact that all of its data is freely accessible.

The research community’s interest in Wikidata has accumulated recently, and this
is an indication of its growing popularity. Numerous studies have explored Wikidata
from various angles, such as its internal structure, including both, data and com-
munity, from a data perspective by looking at its completeness and coverage, from
an engineering perspective by looking at the needed tools, and from an application
perspective by providing case studies in using Wikidata for projects in medicine, lin-
guistics, or geography as some examples. However, the research on Wikidata seems
to be scattered over different research fields and disciplines, and it is challenging to
develop a mental map of the existing state of the art of the research. Motivated by
this observation, we conducted a mapping study that summarizes and reflects on
the insights of existing research and gives an overall overview of what studies have
been carried out so far and what topics need to be explored in future research.

In this section, we provide the details of the mapping study method, our defined
procedure for data collection and processing, and a statistical overview of this data.



CHAPTER 2. WIKIDATA 19

We then, present the classification of the existing Wikidata literature into research
topics to identify the most popular areas and bold the research gaps.

2.2.1 Research Method
Our research method is motivated by our goal to provide a general overview of the
field by identifying the topics that are well-studied and deriving the open spots in
research [70]. Mapping studies are insofar a suitable instrument since they provide
the ground and directions for future research as well as educate the members of a
community [152]. Our study adopts guidelines for systematic mapping studies which
are defined by Petersen et al. in [229].

A mapping study provides a “map” of a research area. It helps shape research
directions by revealing existing topics that aid in the identification of white spots [70].
A mapping study differs from a systematic literature review insofar as the latter
tackles a focused research inquiry [228]. Therefore, a mapping study can be seen
as a pre-study of a systematic literature review and is a method for obtaining a
comprehensive overview of the research conducted within a specific area of interest.
It involves classifying relevant research to gain a deeper understanding of the areas
covered and to establish a baseline that supports new research endeavors [153].

In this study, we want to provide an overview of Wikidata from a research per-
spective. The peer production system Wikipedia, for example, has already drawn
research from a myriad of disciplines [220] and the question is, whether we have
the same situation in the context of Wikidata. In our mapping study, we summa-
rize what has been researched so far about Wikidata, when, from which origins, and
where they were published. We also identify which aspects of Wikidata have received
more attention in the research community and which aspects have not yet been given
much effort to study, by classifying and categorizing existing research from October
2012 to June 2022. Based on the search results from the academic search engines ex-
plained below, we identified 886 search results. All papers were screened, and when
necessary, read in more detail to make accurate decisions regarding the inclusion of
these papers in the final dataset. Finally, all needed information was extracted from
the final set of 248 articles to answer our questions of interest, as listed below.

Q1 What high-quality research has been conducted with Wikidata as a major
topic or data source?

Q2 What types of research have been published, when (year) and where (journals
or conferences)?

Q3 What are the origins of the research (which countries, and institutions)?

Q4 Which aspects of Wikidata are covered by considered research and which as-
pects are still to be studied?

In the following, we describe in more detail how and where we searched articles,
which papers we included or excluded, respectively, and finally what categories we
derived from the articles.

2.2.1.1 Search Process and Data Sources

Data collection is a crucial step in any research since findings are the direct result
of the gathered data. We defined the needed keywords which is the first step to
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Table 2.1: Search results from academic search engines.

Search Engines Search Results First Screening After Selection
ACM 140 107 75
DBLP 200 112 81
SpringerLink 47 47 47
Google Scholar 499 168 45
Total 886 434 248

search for the literature. As the noun “Wikidata” is only used as the name of
the structured data source so far, and has no further meanings, the search string
was simply selected as “Wikidata” in order to identify a broad range of related
literature. Similarly, since Wikidata was launched in October 2012, the time range
was defined from 10/2012 until 05/2022 (some search engines did not support the
“month+year” format). The search strategy for this study is an automated search
using digital libraries. We obtained Wikidata research from the ACMDigital Library
(ACM DL)24, the Springer Link Digital Library (Springer Link)25, and the Digital
Bibliography & Library Project (DBLP)26. ACM DL and DBLP are bibliography
search engines specifically for Computer Science. Although Springer Link provides
results from a broader range of fields such as social sciences and humanities, we
decided to extend the scope of the search in order to achieve a more holistic image
of the current state of research on Wikidata from different disciplines. Thus, we also
included search results from Google Scholar Search Engine (Google Scholar)27.

The ACM DL searches for keywords everywhere in the text, and only annual date
settings are possible. We received 140 articles. Springer Link was also searched
with the same keyword and time range as ACM and returned 47 results. The search
interface on DBLP does not provide a time range selection, however, it returned the
results from 2012 till now (May 2022), which resulted in 200 papers. The Google
Scholar search engine was searched through Harzing’s Publish or Perish28 software
with the same criteria. The number of Google Scholar search results was 499. This
large number is due to the fact that Google Scholar returns technical reports, white
papers, and theses as well. The total number of articles in the first stage was 886
(cf. Table 2.1).

2.2.1.2 Criteria Exclusion and Inclusion

We defined inclusion criteria to find the most relevant research papers. The defined
criteria for exclusion are duplicates, results in languages other than English, and
results that are not published in peer-reviewed journals or conference proceedings,
such as websites, reports and data sets, theses, and books.

24ACM DL is available at: https://dl.acm.org/.
25Springer Link is available at: https://link.springer.com/.
26DBPL is available at: https://dblp.uni-trier.de.
27Semantic Scholar (https://www.semanticscholar.org) is another source of Wikidata research

papers; however, the filtering mechanism of this system was functioning unexpectedly and the
results were not reproducible. Although we contacted the SemanticScholar team, the issue could
not be solved, and thus, this search engine was not included in the study.

28Harzing’s ”Publish or Perish” provides an interface to use Google Scholar and export all results
in a number of formats. In this study, we used the CSV format. The software is available from
http://www.harzing.com/pop.htm.

https://dl.acm.org/
https://link.springer.com/
https://dblp.uni-trier.de
https://www.semanticscholar.org
http://www.harzing.com/pop.htm
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In the first step, we already excluded 117 non-English search results from Google
Scholar, second, 230 duplicates (results that were received by more than one search
engine), and third, 105 non-papers (presentations, reports, datasets, and books).
Therefore, the remaining 434 search results were subject to an inclusion process (cf.
Figure 2.4).
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Figure 2.4: Article selection process and the number of included search results.
(Note: This diagram is inspired by the PRISMA flow diagram [223].)

In the second step, we included research papers only if they are published in academic
journals or conference proceedings and are full research papers with at least five
pages. The latter criterion is based on the reasoning that articles with four or fewer
pages are considered short papers and usually are posters, position, or demonstration
papers. After applying the aforementioned criteria to the remaining 434 articles, 130
short papers (including papers like position papers or posters) were excluded. In
addition, another 18 articles could be identified as (bachelor, master, and doctoral)
theses. After reading the abstracts, another 38 papers were excluded because they
were not focused on Wikidata.

In total, a majority of the 638 out of 886 articles found were excluded and only 248
papers remained in our sample. The reason for the exclusion of this large number of
search results was that we intended to include only the papers that focus solely on
Wikidata. Another reason was that Google Scholar returned results that were not
only papers.
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Table 2.2: Data extraction form

Data Item Q relevance
Title Q1
Author(s) Q2
Abstract Q1, Q4
Date Q2
Publisher Q2
Origins of the research (countries and institutions) Q3

Our further discussion is based on these 248 articles. We have compiled theWikidata
Research Articles Dataset [66] from these data that are freely available online29.
These papers are also listed in the references section and marked with an asterisk.

2.2.1.3 Data extraction

Within the data extraction part of our study, we specified what data we wanted to
extract from our data set. Having a uniform data extraction form as in Table 2.2
reduces both, bias and internal validity threats. We developed a data extraction
form, to answer the research questions of this study. We extracted the title, au-
thor(s), abstract, date, and publisher to answer Q1, Q2, and Q4. However, Q3
required manual extraction of the institutions and countries where the first author
of the paper had performed the research. We focused on institutions rather than the
first authors themselves, as some authors had published from different institutions.
One author, for example, published a research paper from Institution A and later
joined Institution B and published a paper there. It would be difficult to select one
institution as the origin of that author. Q4 required more insight on each research
and therefore we read the article in more detail by focusing on the findings. The
tools used for data extraction and analysis are Zotero30 and Microsoft Excel31.

2.2.1.4 Research Paper Classification

At this stage, we read the abstract of all articles and if needed the introduction and
conclusion parts of the open-access papers to get more insights about each research
for categorization. In a number of cases, further sections of the articles had to be
read to better understand the scope and topic of the article. After analyzing 248
papers, we manually categorized the papers as shown in Figure 2.10 (on page 26).
To define the categories, we started with descriptive labels for each paper. After
reading a few papers, we tried to identify categories at a higher level of abstraction.
We compared our categories throughout the reading process to make sure that our
coding scheme remained consistent.

Since we had performed this mapping study once in 2018 and then did an update
of the literature search in 2022, we present the results of papers from 2012 to 2018
(pre-2019) and 2019 to 2022 (post-2018) comparatively. This can give us a view of
how the research focus of Wikidata has evolved in its first decade of existence, how

29Available at REFUBIUM (FU Berlin Repository): http://dx.doi.org/10.17169/
refubium-40231

30https://www.zotero.org
31https://www.microsoft.com/en-us/microsoft-365/excel

http://dx.doi.org/10.17169/refubium-40231
http://dx.doi.org/10.17169/refubium-40231
https://www.zotero.org
https://www.microsoft.com/en-us/microsoft-365/excel
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Figure 2.5: Frequency of Wikidata research publications per year. Source: Wikidata
Articles Dataset.

it was set at first, and how it has evolved after 2018. Our findings of this mapping
study are presented in the next sections.

2.2.2 Overview of Existing Research on Wikidata
An overview of Wikidata from the perspective of the research community not only
provides us with a glance at the rather large community of more than five million
registered Wikidata users32, but also helps us better understand Wikidata from
different angles, such as internal structure, features, or usage domains.

Here, we provide a more detailed description of the resulting dataset from the map-
ping study, named the Wikidata Research Articles Dataset. First, we examine the
frequency of publications; second, we identify the publication venues; third, we de-
termine where the research was published. Lastly, we present the geographical origin
of the Wikidata research prior to exploring the research themes related to Wikidata.

2.2.2.1 Frequency of Publication

The majority (157, 63%) of the 248 included research papers are recent research
from 2019 to 05/2022 (cf. Figure 2.5). This is an indication that Wikidata has
gained more awareness in the research community. Since 2013, with the exception
of 2015, this count has grown consistently each year. Given this growth and the
number of studies until June 2022 (16), it is anticipated that the count of research
articles on Wikidata will likely reach 50 to 60 by the end of 2022.

2.2.2.2 Publishers and Publication Types

The most popular publishers for Wikidata research are ACM with 54 articles,
Springer with 50, and CEUR with 41 articles. Additionally, Figure 2.6 shows that
the most popular journal for publishing Wikidata research articles is The Semantic
Web Journal. Among the 248 papers in this study, most (192, 78%) are published

32Wikidata statistics: https://www.wikidata.org/wiki/Special:Statistics[Accessed 20.11.2022]
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Figure 2.6: The most popular publishers of Wikidata research. Source: Wikidata
Articles Dataset.
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Figure 2.7: The most popular conferences on Wikidata research. Source: Wikidata
Articles Dataset.

as conference papers, and the rest are journal articles (56, 22%). Thus, conference
proceedings are the most popular type of publication in Wikidata.

The most popular conferences where Wikidata research was presented are the ISWC
(International Semantic Web Conference), TheWebConf (The Web Conference)33,
OpenSym (The International Symposium on Open Collaboration), ESWC (Ex-
tended Semantic Web Conference)34, and MTSR (Research Conference on Metadata
and Semantics Research) (cf. Figure 2.7).

2.2.2.3 Geographical Origins of Research

We discovered that Europe (61%) is the primary contributor to Wikidata research,
with Germany leading among European countries, followed by the United Kingdom
in second place and France in third. America (24%) has also made notable contri-
butions to Wikidata research, with the United States of America being the second
largest contributor globally, after Germany. (cf. Figure 2.8). We also observe
a rising number of research articles originating from various parts of Asia (11%).
While Wikidata has become an established research domain in the West, much of
the research from Asia is relatively recent, reflecting a growing interest from diverse
countries in Wikidata. This trend suggests the potential for increased contributions
and an improved diversity status of Wikidata in the future. Figure 2.8 illustrates
the increasing interest in Wikidata research, not only in Asia and Africa, but also in
Europe and Canada. This trend is promising from a diversity perspective and has
the potential to enhance the diversity of content.

33Formarly known as International Conference on World Wide Web (WWW)
34Formarly known as European Semantic Web Symposium (ESWS)
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Figure 2.8: Research contributions from countries and continents. Source: Wikidata
Articles Dataset. (Note: Countries in violet color published research articles before
and after 2018 and countries in pink published articles after 2018.)

In terms of the most active institutional contributions (refer to Figure 2.9), the
findings reveal that the University of Southampton has made the highest number
of contributions (11 articles), followed by the University of Lyon (9 articles), Chile
University (8 articles), Technical University of Denmark (7 articles), and the Uni-
versity of Konstanz (6 articles). The remaining top seven contributing institutions
include the University of Mannheim and the Technical University of Dresden (each
with 5 articles), alongside additional contributions primarily originating from vari-
ous German universities and research institutions.

University of Southampton

University of Lyon

Technical University of Denmark

University of Konstanz

University of Mannheim - Technical University of Dresden

University of Indonesia - Heidelberg University - Karlsruhe Institute of Technology (KIT) - Max Planck 
Institute for Informatics - Yale University - University of Southern California - University of Minnesota

11

9

7

6

5

4

University of Chile
8

Figure 2.9: Most popular research contributing institutions. Source: Wikidata Ar-
ticles Dataset.
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2.2.3 Research Topics of Wikidata

The main research topics of Wikidata which are obtained after classification, are
shown in Figure 2.10. Although numerous research topics are already explored
within Wikidata, there remains untapped potential for its utilization across a vari-
ety of purposes. While conducting a search for literature on Wikidata, it became
evident that Wikidata is being widely utilized in numerous studies. Our objective
was to identify research papers that specifically delve into Wikidata, elucidating
its mechanisms, opportunities for enhancement, or its significant role in address-
ing prevailing challenges—such as its applications. Consequently, studies in which
Wikidata was not the primary focus and played only a partial role within the scope
of the study have been excluded.
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16
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31

Vandalism Detection
3

Data Quality Issues
21

Tools & Datasets
29

Comparison of KGs
8

Common issues of KGs
11

Wikidata as Linked Data Provider
28

Medical & Biological Data
12

Linguistics
5

Mathematics
8

Geography
7

Question-answering 
Systems

10

Historical & Cultural 
Heritage

10

Library Systems
13

Finance & 
Management

3

Data Checking/ 
Validation

7

Community-oriented Research: 42

Engineering-oriented 
Research: 34

Data-oriented Research: 50 KG Oriented Research: 47Application Use Cases: 74

Community-oriented Research  Engineering-oriented Research  Data-oriented Research  KG Oriented Research  Application Use Cases

Figure 2.10: Classification of Wikidata research papers (Sum 248)

Here, we reflect on the mapping study of Wikidata in two time frames, namely,
from Wikidata’s inception in 2012 until the end of 2018, and from the beginning of
2019 to mid-2022. The rationale behind this division is that we initially conducted
the mapping study in 2018. Based on our findings, we established our research
direction and conducted subsequent research. An updated mapping study in 2022
serves not only to provide insights into the latest state of Wikidata research but
also to illustrate the evolution of Wikidata research over this period. We shed light
on newly introduced topics, resolved previous issues, identify remaining gaps, and
propose potential future directions.

In the following section, we delve into the explanation of each of the five categories
depicted in Figure 2.10, along with their respective subcategories and the papers
they encompass.

2.2.3.1 Community-oriented Research

Is Wikidata just another peer production system? The research in this category
reflects Wikidata’s goals, features, and internal structure. Additionally, it contains
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existing design decisions (esp. multilingualism), and studies on the Wikidata com-
munity and their participation patterns.

Internal Structure. The research articles in this category provide mainly an
overview of Wikidata and introduce or explain its features and design principles.
Most of the papers in this category belong to the early research phase, i.e., from
2012 to 2018.

One of the first articles on Wikidata is by Vrandecic, who motivates the need for
integrating existing structured data from the various Wikipedia language versions
into one single repository named Wikidata, in order to overcome the existing data
inconsistencies of Wikipedia language versions [325]. According to Vrandečić and
Krötzsch, the main distinguishing features of Wikidata are being available inter-
nationally and support for multilingualism, storing links to facts as a secondary
database, and the ability to store contradictory facts to represent knowledge diver-
sity [326]. Malyshev et al. describe Wikidata and its underlying infrastructure as
an emerging semantic technology use case [183], while, Yu explains Wikidata and
data.gov projects which are structured data sources to provide a deeper understand-
ing of Semantic Web standards at work [345].

Ilievski et al. study the commonsense knowledge coverage in Wikidata and whether it
is complementary to other existing commonsense graphs [134]. Kempf gives insight
into the mapping process between topical thesaurus concepts and Wikidata items
by providing methodological guidance on it [150]. Voß discusses extraction and
classification of knowledge organization systems based on Wikidata [324].

Cantallops et al. perform a literature review of Wikidata’s existing research and
describe Wikidata from a research perspective [33]. Spitz et al. analyze Wikidata
from a data consumer’s perspective and highlight the existing challenges and possible
paths of improvement [296].

Multilingualism. Multilingualism is one of the design principles of Wikidata.
Wikidata stores data in a language-independent form and aims to provide data to
the whole world population. This section comprises studies that focus primarily on
this design principle.

Samuel describes the multilingual collaborative ontology development process in
Wikidata by explaining the development process of a new property and its major
steps from being proposed to getting approved by the community and finally trans-
lated to other languages [264].

Kaffee et al. shed light on the languages covered by Wikidata. Their results sug-
gest that most of the labels and descriptions on Wikidata are only available in a
small number of languages like English, Dutch, French, German, Spanish, Italian,
and Russian. This stands in contrast to the majority of languages which have close
to no coverage [142]. In further studies, Kaffee et al., explore the generation of
open domain Wikipedia summaries from Wikidata in “underserved languages” to
overcome uneven content distribution [144, 149]. Ta and Anutariya propose a mech-
anism to enrich Wikidata multilingual content by retrieving “semantic relations
based on alignment between info-box properties and Wikidata properties in various
languages” [309]. Sáez and Hogan investigate the development of “fully automatic
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methods” where info-boxes for Wikipedia can be generated from Wikidata descrip-
tions [308]. Kaffee and Simperl study the languages of Wikidata editors and look for
any relations between the editor’s language and label editing habits of editors [143].
The last studies in the pre-2019 phase are by Samuel, which in one study, develops a
tool that visualizes the translation patterns of Wikidata properties [265], and in an-
other, sheds light on the process of multilingual property creation in Wikidata [266].

In the studies post-2019, the research on multilingualism with the property and label
focus continues. Samuel develops the WDProp web application to inspect various
multilingual aspects of Wikidata properties [268], while Kaffee et al. analyze the
hybrid editing of Wikidata labels by humans and bots [145].

Lexems35 seem to be a recent research focus in the multilingualism area through
multiple studies by Nielsen. In his studies, Nielsen presents descriptive statistics of
the Wikidata lexemes mainly from the multilingual angle [214] and develops Ordia
to display multilingual lexeme data of Wikidata [213]. In his other studies, he mainly
focuses on Danish lexemes by demonstrating validation of entity data for Wikidata
lexemes through the application of Danish Shape-Expressions [217] and describing
Wikidata lexemes and how Danish lexemes are annotated in Wikidata [212].

Further, Sas et al. introduce WikiBank, a resource of partial semantic structures with
multilingual capabilities by aligning Wikidata triples with Wikipedia sentences, used
to extend the existing resources [271].

Contributing Community. This section reflects the efforts made to understand
who are Wikidata’s contributors and what participation patterns they follow. The
research on the Wikidata community started early and Steiner, for example, devel-
oped an application that is capable of monitoring real-time edit activities of all lan-
guage versions of Wikipedia and Wikidata. The study shows that many Wikipedia
language versions, such as English and French contain the most edits by bots. In
Wikidata alone 88% of the edits come from bots [298].

Müller-Birn et al. analyze the contribution patterns of the Wikidata community
to better understand whether Wikidata community participation patterns follow
a peer-production approach like Wikipedia or a collaborative ontology engineering
approach. Their findings show that Wikidata stands somewhere between the two
mentioned approaches. The study also describes the characteristics of the Wikidata
community as, registered users, anonymous (not registered or logged-in users), and
bots, where bots perform the highest number of edits [206]. Based on the results of
study [206], Cuong and Müller-Birn explore the dynamics of Wikidata community
participation process with a focus on human registered users, to know how the
participation patterns of the community change over time [42]. Piscopo et al. extend
this line of research by studying the participation patterns of the Wikidata human
registered community members, from being an editor to becoming a community
member, and investigate how these patterns evolve [240]. In another study Piscopo
et al. analyze the relationship between group composition of bots, and humans
(registered or anonymous) and the item quality in Wikidata [239]. Further, Piscopo
and Simperl study the relationship between the quality of Wikidata ontology and
different Wikidata user roles [236].

35“Lexeme is a lexical element of a language, such as a word, a phrase, or a prefix.” https:
//www.wikidata.org/wiki/Wikidata:Lexicographical_data/Glossary

https://www.wikidata.org/wiki/Wikidata:Lexicographical_data/Glossary
https://www.wikidata.org/wiki/Wikidata:Lexicographical_data/Glossary
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Hall et al. develop a machine classifier to detect bot edits from other user groups
using implicit behavior and informal editing characteristics [114]. Bielefeldt et al.
analyze the access logs from the SPARQL endpoint and separate the bot-based traffic
from the human-based traffic. As expected, the human part is smaller and shows
clear trends, e.g., correlated to time of day, in comparison to the bot-based part
which is “highly volatile and seems unpredictable even on larger time scales” [25].
The research on Wikidata query logs continues in 2019 and Bonifati et al. analyze
Wikidata query logs from different angles like robotic and organic, correctly executed
or timed out, and recursive queries [27].

Further studies in this period focus on the analysis of the Wikidata contributors.
Kanke, in one article, explores Wikidata editors’ participation and editing activities
in this collaborative KB [146], and in another article, investigates Wikidata editors’
participation and activities through content analysis of discussion pages [147]. Sara-
sua et al. investigate how editors with different levels of engagement evolve over
time and how these different editing behaviors affect the volume of edits and the
duration of the contribution of the contributors to Wikidata. The authors focus
on the human registered users and distinguish between power and standard edi-
tors [270]. Han et al. present a user behavior model to quantify the user/system
interaction behavior based on three different datasets including Wikidata editors.
According to the study, active editors show more diverse daily behaviors, while, less
active editors perform similar daily tasks [116]. The authors Piao and Huáng use
multiple classification approaches to predict which Wikidata editors will no longer
edit Wikidata [232].

Zhang et al. investigate the motivation of editors in Wikidata, in particular, that a
large share of the edits is performed through invisible machines [351]. Farda-Sarbas
et al. describe the process which an account needs to go through to get bot privileges
in Wikidata [67]. Freire and Isaac evaluate the potential of Wikidata as a resource
for bots on the web of data [80].

Despite the fact that bots contribute a significant amount of data, the literature on
the Wikidata community pre-2019 was more focused on human users. This trend
has continued post-2019, with most studies still prioritizing human users and only
a few examining the role of bots.

2.2.3.2 Engineering-oriented Research

This section contains articles that suggest approaches and features for the enhance-
ment of Wikidata’s functionality. These features are programmed for two main
purposes: first, for the improvement of overall performance like more efficient han-
dling of data, and second, for vandalism detection.

Enhancement Features Wikidata was developed to evolve gradually with the
needs of the community. This section contains research that proposes approaches to
address existing limitations, facilitate access, or improve the processes of adding data
to Wikidata, either manually, through recommender systems, or by using external
data sources.
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Pellissier Tanon et al. introduces the Primary Sources Tool36 to facilitate the mi-
gration of the content from Freebase to Wikidata [224]. Mousselly Sergieh and
Gurevych propose an approach to bridge the missing linguistic information gap of
Wikidata by aligning Wikidata with FrameNet37 lexicon [201]. Zangerle et al. eval-
uate recommender algorithms, which assist Wikidata contributors in the process of
data insertion through property recommendation [348].

In the articles post-2018, recommender systems remain a research interest. Al-
ghamdi et al. present WikidataRec, a hybrid recommender model which suggests
editors’ items based on their past edits [6], and Gleim et al. introduce a trie-based
approach for recommending properties based on the frequentist inference [98]. Fur-
ther, Chah and Andritsos present a data profiling framework that can be utilized
on Wikidata data dumps and can summarize Wikidata’s data status through a se-
quence of granular descriptive statistics. This profiling lays the ground for efficient
data access including generating visualizations of data multilingualism across Wiki-
data domains with the help of machine learning [35]. Klein et al. investigate how to
create profiles or obstructive representations of Wikidata entities and make a graph
that can be used more efficiently in comparison to the original graph which has
certain limitations [156].

Morshed proposes an approach to annotate parts of the Wikidata lexemes, which
consist of multiple parts, for the reduction of representation redundancy [200].
Dadalto et al. conduct an empirical analysis of the Wikidata platform to demon-
strate the existing problems in modeling types and instances in Wikidata. The study
then explains the reason behind these problems and suggests possible solutions [44].
Martín-Chozas et al. propose an approach for the validation of terminological data
retrieved from Wikidata [186].

Faiz et al. develop OD2WD tool to enable Wikidata to store tabular data from
other Open Data portals. The tool imports tabular data in CSV format into Wiki-
data after converting them into RDF format [63]. Baskauf and Baskauf present
Generating RDF from Tabular Data on the Web (CSV2RDF) which is a W3C
Recommendation that provides a mechanism for the mapping of CSV file data to
RDF graphs [18]. Hevia et al. propose a system for automated synchronization
between RDF data in the control version system and a Wikibase instance [131].
Samuel presents simplification of writing the shape expressions for Wikidata so that
entity schema creation can be made easier and more popular [267]. Shanaz and
Ragel propose a method for assigning data types for Wikidata entities and create a
dataset of the classified Wikidata entities [284]. Arnaout et al. investigates the neg-
ative knowledge representation in Wikidata through the Wikinegata platform over
Wikidata [14]. Willaert and Roumans perform a micro-level analysis of knowledge
representation problems in KBs by looking at the representation of Belgian prime
ministers in Wikidata [338]. Ferradji and Benchikha propose an updated version of
time-related metrics for a more efficient assessment of linked data in Wikidata [72].
Pellissier Tanon et al. introduce an approach to fix constraint violations through KB
edit history [225], and Martin and Patel-Schneider explain constraint handling in
their proposed logical framework for Wikidata which is based on multi-attributed
relational structures [185].

36For more information, please check https://github.com/google/primarysources.
37FrameNet is a lexical database of the English language. For more information, please check

https://framenet.icsi.berkeley.edu/.

https://github.com/google/primarysources
https://framenet.icsi.berkeley.edu/
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A number of studies have proposed approaches to improve data access through the
SPARQL endpoint. Tanon and Suchanek propose a system that can make the edit
history of Wikidata accessible through SPARQL end point [310]. Dahir et al. de-
scribe how to improve information retrieval results using Wikidata linked data by
expanding the queries with attributes’ values [45]. Gupta and Berberich propose
query operators to optimize Hyper-phrase queries in large document collections and
show the efficiency of this proposed approach on Wikidata [106]. Wudage Chekol
et al. propose iSPARQL, a lightweight extension of SPARQL to be used as an al-
ternative to SPARQL for querying large temporal Web KGs and solving the query
timeout in Wikidata [341]. Sun and Sarwat present Riso-Tree, an indexing frame-
work for spatial entities in graph database management systems which can perform
faster execution of graph queries that involve different types of spatial predicates
and evaluate it on real datasets including Wikidata [305].

There are also studies that discuss how Wikidata data can be organized in subsets
or organized in a way that can improve access to the data in Wikidata. The study
by Chalupsky et al. introduces a new query language and processor named KGTK
Kypher38 which allows users to create personalized Wikidata variant on laptop and
runs faster than SPARQL [36]. Henselmann and Harth explain an algorithm for
creating Wikidata subsets on demand [128]. Similarly, Beghaeiraveri et al. discuss
building topical subsets over Wikidata using WDumper for more efficient and flexible
usage of data through queries [20]. Hanika et al. discuss how to discover the implicit
knowledge hidden in the complex data model of Wikidata using Formal Concept
Analysis [117]. Lai et al. improve searching by narrowing down the search space
using a new approach based on entity profiling of Wikidata entities [166]. Jozashoori
et al. present EABlock, an approach to address the entity alignment issues through
capturing knowledge from Wikidata and DBpedia KGs [140].

We could see that the research with a focus on enhancement features of Wikidata
before 2019 contained different scattered topics, while, the research after 2019 seems
more organized and focused on a number of topics like data handling through rec-
ommender systems, enhancing SPARQL query mechanism and making data access
easier through providing data in subsets.

Vandalism Detection. Wikidata provides data for Wikipedia and other Wiki-
media projects; thus, the integrity and correctness of data are of high importance.
Vandalism detection is, therefore, an essential aspect of a knowledge repository and
directly influences the data quality and trustworthiness of a KB. In the following,
we provide an overview of research that focuses on detecting vandalism and other
efforts for making Wikidata more robust.

In their study, Heindorf et al. present a new machine learning-based approach for the
automatic detection of vandalism in Wikidata [122]. Sarabadani et al. develop a van-
dalism detection mechanism for Wikidata by adapting methods from the Wikipedia
vandalism detection literature and extending it to Wikidata’s structured KB. The
mechanism used identifies damaging changes and classifies edits as vandalism in
real-time, using a machine classification strategy [269].

The ACM International Conference on Web Search and Data Mining held the com-
petition for developing vandalism detection mechanisms for Wikidata, the WSDM

38Kypher documentation: https://kgtk.readthedocs.io/en/latest/transform/query/

https://kgtk.readthedocs.io/en/latest/transform/query/
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Cup 2017.39 The main goal of this competition was to develop a model for detecting
malicious or similarly damaging edits. As a result of participation in WSDM Cup
2017 five submissions presented their own vandalism detection mechanisms40.

The evaluation of the proposed vandalism detection approaches at the WSDM Cup
2017, is done in [124]. Heindorf et al. evaluate their four baseline approaches41

along the five submissions [124]42. The study finds that the best approach is a semi-
automatic scenario “where newly arriving revisions are ranked for manual review”
is from [41], while, the best approach in a fully automatic detection scenario “where
the decision whether or not to revert a given revision is left with the classifier” is the
baseline approach by the Wikidata Vandalism Detector (WDVD) system from [122].

The only research on vandalism detection post-2018 is by Heindorf et al. which de-
velop a new vandalism detection system that avoids the bias existing in the previous
systems for old editors in comparison to new editors [125].

2.2.3.3 Data-oriented Research

This section contains research that is focused on the topic of data in Wikidata, either
as a structured KB or a linked data provider KG. Research articles here address new
approaches that could take Wikidata towards data completeness, and discuss new
approaches that could utilize the data in Wikidata in a variety of ways. Hence, we
organized the papers into two categories: (1) addressing the issues regarding data
quality, and (2) the development of new tools on the data from Wikidata and the
generation of datasets from Wikidata for various purposes.

Data Quality. The research highlighted in this section is concerned with the data
quality aspects of data in Wikidata. A visible number of studies in this category
have focused on the completeness angle of data quality. Literature evolving around
solving the existing issues that address the existing flaws in data, like gender bias,
is also included in this section.

Prasojo et al. discuss “COOL-WD”, a tool for supporting the completeness lifecycle
of Wikidata and allow to produce and consume completeness data by “data com-
pletion tracking, completeness analytics, and query completeness assessment” [245].
Galárraga et al. investigate “different signals to identify the areas where the KB is
complete” and perform experiments on Wikidata and YAGO to generate complete-
ness information automatically [86]. Ahmeti et al. and Balaraman et al. in their
studies [4] and [16], propose and develop Recoin, a relative completeness tool for
evaluating the completeness of entities in Wikidata. Recoin uses information from

39For more information, please check https://www.wsdm-cup-2017.org/.
40The competition received five submissions: 1) Buffaloberry by Crescenzi et al. [41], 2) Conker-

berry by Grigorev [104], 3) Loganberry by Zhu et al. [354], 4) Honeyberry by Yamazaki et al. [342],
and 5) Riberry by Yu et al. [346]. We could not include these submissions because [354], [342], and
[41] are short papers, [104] and [346] are neither peer-reviewed nor published. Among them [41]
reflected on previous work of [122], an automatic data mining approach for vandalism detection in
Wikidata, and [104] presented an approach based on a linear classification model, which according
to authors, is faster compared to other existing approaches.

41The four baseline approaches are: 1) Wikidata Vandalism Detector (WDVD) approach
from [122], 2) FILTER, a second baseline which contains trained data from 01.05.2013 to 30.04.2016,
3) ORES, the re-implementation of the approach in [269], and 4) META, a combination of all ap-
proaches in [123]. ([123] is a short paper and not included in our study).

42[124] is not peer-reviewed and published, so not included in this study.

https://www.wsdm-cup-2017.org/
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the class structure of the KG, in order to recommend possible properties for an item
on the Wikidata user interface.

Razniewski et al. introduce the problems and limitations of properties in Wikidata
and propose entity-specific property ranking for Wikidata [254]. Brasileiro et al.
discuss the quality of taxonomic hierarchies in Wikidata to have a consistent data
model and representation schema [30]. Piscopo et al. in their studies ([238, 241])
analyze Wikidata quality from the provenance perspective, the relevance and au-
thoritativeness of Wikidata external references.

In the research post-2018, we see Piscopo and Simperl perform a literature survey of
Wikidata research regarding data quality [237], while, a number of studies continue
to focus on references that enhance data reliability. Amaral et al. inquiry the qual-
ity of Wikidata sources based on relevance, ease of access, and authoritativeness of
Wikidata references through mixed methods using online crowd-sourcing, descrip-
tive statistics, and machine learning [9]. Shenoy et al. develop a framework that
detects low-quality statements and analyzes them through the existing practices of
the community [288]. Beghaeiraveri et al. provide a statistical overview of references
in Wikidata to help the contributors spot the existing problems and take steps for
improving them [19]. Curotto and Hogan discuss the methods which can automate
the process of referencing claims in Wikidata through suggesting references from
Wikipedia [43].

Completeness also remains a popular area of research in Wikidata. Wisesa et al.
develop ProWD, a framework for profiling data completeness in Wikidata. This tool
is used to measure the completeness degrees of Wikidata based on Class-Faceted-
Attribute [339]. Boschin and Bonald propose an approach to add missing data
into Wikidata items from the Wikipedia textual contents [28]. Luggen et al. pro-
pose missing properties of Wikidata items through Wikipedia using the Wiki2Prop
tool [178]. Freedman et al. propose a method for adding missing data into Wiki-
data through assignments to undergraduate students [79]. Gómez et al. propose an
approach to automatically suggest potential values for Wikidata properties through
context matrix [108].

Gender bias is another issue that has got attention in Wikidata research. Zhang and
Terveen investigate gender gap in Wikidata content to describe if the reason behind
gender content inequality in Wikidata comes from the editors, or it is a reflection of
the real world gender bias [350]. Radstok et al. propose an approach to mitigate bias
in KGs by balancing the data used for training models, rather than adapting models
only. The authors evaluate their approach on Wikidata and DBpedia KGs [248], and
Bourli and Pitoura investigate gender occupation bias in Wikidata KG [29].

The literature in the first phase (i.e., 2012 to 2018) is mostly focused on data com-
pleteness. In post-2018, we see not only completeness as a research focus but also
references and gender bias both of which influence the reliability of data.

Tools & Datasets. This category contains the research that resulted in the de-
velopment of new methods and tools, which mainly use Wikidata as a backend data
source or the datasets which were generated from Wikidata for external services.

Ontodia [340], for example, is an online OWL (Web Ontology Language) and RDF
diagramming tool over Wikidata. Scholia [216] is a tool for handling scientific bib-
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liographic information through Wikidata. Lemus-Rojas and Odell use Scholia to
generate scholarly profiles for a school at Indiana University which have their data
stored in Wikidata [169]. Ferrada et al. present a new web interface for the IMGpedia
dataset which can query more than 6 million images of IMGpedia through Wiki-
data [71]. Sen et al. propose the WikiBrain software framework to access Wikipedia
data through Wikidata [281]. Moreno-Vega and Hogan present GraFa, a faceted
search and browsing interface over Wikidata [198]. Gatti et al. extend PASS, a foot-
ball generation system to include multilingual content using Wikidata [87]. Thorn-
ton and Seals-Nutt develop the Science Stories web application which creates stories
by combining images and structured data from Wikidata [315].

There are also datasets that were developed based on Wikidata for different pur-
poses. Nielsen and Hansen link Wikidata to the pre-trained ImageNet-based deep
neural network to augment the model for a multi-modal knowledge representa-
tion [215]. Klein et al. develop Wikidata Human Gender Indicators (WHGI), a
biographic dataset to monitor gender-related issues in Wikidata [155]. Konieczny
and Klein use WHGI along the Wikipedia Gender Indicators (WIGI) to investigate
gender inequality based on Wikipedia biographies [157].

Post-2018 we see more tools, new approaches/methods, and datasets built over Wiki-
data. Taveekarn et al. develop the DATA++ tool for retrieving relevant information
from Wikidata as an external open linked data provider [312]. In one article, Metilli
et al. developed NBVT, a semi-automated tool, which uses Wikidata to extract
information about events and people to construct a visualized narrative [193]. In
another publication, the outcomes of an experiment generating the Wikidata Event
Graph are discussed by Metilli et al.. This experiment is based on events implicitly
stored within Wikidata [194].

Ilievski et al. compare algorithms that compute the similarity of nodes in KBs
through their developed user interface which computes the similarity of Qnodes
in Wikidata [135]. Delpeuch through the implementation of an standard API43,
provide a reconciliation service for data matching in Wikidata [49]. Graux et al.
developed Wikidata Live, a real-time dashboard of Wikidata changes through visu-
alizations [103]. Nguyen et al. introduce MTab4Wikidata, an automatic semantic
annotation system to match elements of the table (i.e., cell, column, relations be-
tween columns) with Wikidata concepts [210].

Rudnik et al. propose a method for producing semantic annotations for news ar-
ticles using Wikidata KB [262]. Subasic et al. propose an approach to building a
KG for domain-specific AI application using the data from Wikidata [304]. Axels-
son and Skantze explore how the information presentation session of an interactive
agent based on feedback from the audience can be shaped using Wikidata KG [15].
Moya Loustaunau and Hogan propose a method to predict the results of a query
in the next version of a dynamic RDF graph using the data from Wikidata and
DBpedia KGs [202]. Kume and Kozaki propose a method for domain ontology con-
struction by extracting concepts of a target domain from Wikidata as a validation
experiment [164]. Si infers Creative Analogous Relationships from Wikidata [290].
Wasi et al. propose a document classification approach using classification algo-
rithms integrated with Wikidata, where, Wikidata properties are used as features
to classify the documents of the same type [329]. Bianchini and Bargioni develop

43https://reconciliation-api.github.io/specs/latest/

https://reconciliation-api.github.io/specs/latest/
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CCLitBox tool/gadget to classify literally authors and works using faceted classifi-
cation approach on Wikidata linked open data [23].

Schmelzeisen et al. present a dataset of Wikidata’s full revision history [276]. Zhou
et al. propose a method for the construction of multimedia entity linking (MEL)
datasets and release three MEL datasets including Wikidata-MEL [353].

Hassanzadeh investigates the building of a KB for events and consequences using
their defined casual knowledge extraction pipeline on Wikidata [118].

2.2.3.4 Knowledge Graph Oriented Research

Wikidata is maintained by an active community of contributors who create a large
amount of structured data. The KB relies on the MediaWiki infrastructure. In the
meantime, Wikidata’s structured data is stored in RDF and is accessible through
SPARQL. Wikidata belongs, therefore, to a group of other general-purpose KGs,
such as DBpedia, YAGO, and Cyc.

The research articles in this category look at Wikidata from a KG lens and focus on
bringing more strength to Wikidata as a linked data provider, comparing the KGs,
or addressing general issues of KGs.

Wikidata as Linked Data Provider. We summarize all articles that propose
approaches for storing Wikidata’s structured data in RDF, suggest how projects in
Wikimedia’s ecosystem can use the RDF data, and how to get more benefit from
linking Wikidata to other linked data providers.

Erxleben et al. argue that despite being the data platform in the Wikimedia ecosys-
tem, Wikidata provides its data not in RDF, which affects Wikidata’s popularity in
the Semantic Web community negatively. Thus, the authors propose an RDF encod-
ing for Wikidata and introduce a tool44 for creating such RDF file exports [62]. From
2015, Wikidata stored its data in RDF based on the Erxleben et al. mapping [62] and
provided the data via a SPARQL endpoint, the Wikidata Query Service (WDQS)45.

Similarly, Hernández et al., in their studies, compare various options for reifying
RDF triples from Wikidata [129], and building on that study the efficiency of various
database engines for querying Wikidata [130].

Pezoa et al. investigate the feasibility of implementing their formal definition of syn-
tax and semantics as a layer on the top of JSON by demonstrating JSON schema
setup and validation for Wikidata [230]. NECKaR [93] is a named entities classifier
based on Wikidata, which provides a Wikidata-based named entity data set. Jacob-
sen et al. propose Wikidata as a hub to connect ontologies in the linked data cloud
through resolvable Internationalized Resource Identifiers (IRIs) [137].

Yang et al. uses the data in Wikidata for improving Wikipedia. They discuss that
KGs can help machines to analyze plain texts and propose a Relation Linking System
for Wikidata (RLSW) which links the Wikidata KG to data in plain text format in
Wikipedia [344]. Ismayilov et al. describe the data integration process of Wikidata
and DBpedia Data Stack to use Wikidata through DBpedia extractors and describe
the structure DBpediaWikidata (DBw) dataset [136].

44For more information, please check https://www.mediawiki.org/wiki/Wikidata_Toolkit.
45The WDQS is available here https://query.wikidata.org/.

https://www.mediawiki.org/wiki/Wikidata_Toolkit
https://query.wikidata.org/
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Hachey et al. present a neural network model for mapping structured and unstruc-
tured data and investigate the generation of Wikipedia biographic summary sen-
tences from Wikidata [109].

Lubani and Noah use Wikidata for natural language text entities lacking labels to
build a vector representation of named entities that facilitate the task of ontology
population [176].

The research post-2018 is mostly focused on entity linking and mapping of Wikidata
entities to external data sources. Haller et al. investigate how Wikidata is linked
to other data sources in the linked data ecosystem [115]. Bhargava et al. build a
system to map Wikidata entities to a set of topic-specific predefined concepts [22].

Sakor et al. present Falcon 2.0, a tool used for entity recognition and linking in short
text and linking them to Wikidata KG [263]. Filipiak et al. presents a mapping of
the ImageNet dataset linked with Wikidata entities which can be used for various
computer vision tasks [75]. Cetoli et al. study Named Entity Disambiguation with
applied deep learning and neural techniques through comparing the entities in short
sentences with Wikidata graphs and develop a new dataset of Wikidata-Disamb [34].
Shanaz and Ragel design an entity linking system to disambiguate persons in news
articles [285]. Möller et al. focus on Entity Linking datasets and approaches avail-
able on Wikidata [197]. Mulang’ et al. investigates how the usage of Wikidata
aliases could improve an attentive neural network approach for entity linking on
Wikidata [203]. This work by González et al. explains the linking between ESCO
(European Skills, Competences, Qualifications, and Occupations ontology) ontol-
ogy of concrete skills and Wikidata which results in extracting additional knowledge
items from Wikidata and being integrated with ESCO [100]. Delpeuch propose a
lightweight Named Entity Linking system that can be trained on Wikidata only and
stay synchronous with Wikidata in real time [48].

Coladangelo and Ransom Semantically enrich the name authority data related to
manuscripts of the pre-modern and present-day scholarly community in the Univer-
sity of Pennsylvania Libraries to Wikidata pages to be queried by SPARQL query
language [38]. van Veen Explain how Wikidata could be used as an authority con-
trol mechanism with the help of Wikidata identifier of notable entities utilized as a
common identifier for connecting resources [322].

Heftberger et al. use Neonion, a semantic annotation tool, to annotate film studies
research articles and link them to the data in Wikidata to enable scholars with little
or no technical background to work with the structured data required in Linked
Data environments without being overwhelmed by the technological concepts [121].

Ostapuk et al. describe their published resource which adds more links betweenWiki-
data and Wikipedia article sections [222]. Ravi et al. propose Cholan, a modular
approach for end-to-end entity linking over KGs, which was conducted on Wikidata
and Wikipedia KGs [251]. Seidlmayer et al. developed an approach that improves
the links between author and publications based on the ORCID database to Wiki-
data [280]. Shigapov et al. present BBW (boosted by wiki), a semantic annotation
tool that matches tabular data to the Wikidata KG [289].

Kovács et al. conducted benchmarking on various graph database implementations
using Wikidata [160].
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Comparison of KGs. Here, we discuss articles that compare Wikidata with other
general domain KGs. Ringler and Paulheim, for example, study DBpedia, Freebase,
OpenCyc, Wikidata, and YAGO KGs to find similarities and differences of these
KGs [258]. Färber et al., in their research [65], compare the mentioned KGs from a
data quality perspective. Razniewski et al. discuss the challenges of asserting com-
pleteness in KGs and outline possible solutions. The authors propose a framework
for finding the most suitable KG for a given setting [253]. Abián et al. compare
Wikidata and DBpedia structured data sources based on the criteria defined in the
main data quality frameworks [2]. In a similar study, Thakkar et al. compare DB-
pedia and Wikidata from a quality assurance perspective and have found that based
on the majority of relevant metrics, the quality of Wikidata is higher than DBpe-
dia [313]. The data quality of Wikidata has also been studied from a KG perspective,
as in a study from Gad-Elrab et al. which discuss that KGs like DBpedia, Freebase,
YAGO, and Wikidata are inevitably incomplete. To address this, the authors an-
alyze the former approach of data correlations and propose a method to overcome
the problems with the mentioned approach [85].

There are only two articles post-2018 with a focus on the comparison of KGs. Pillai
et al. which explore and compare Wikidata, DBpedia, and YAGO, the most popular
cross-domain KGs, from the perspectives of accessibility of the KG, completeness
of the relations and timeliness of the data in the KGs [234]. Razniewski and Das
analyze the progress of DBpedia and Wikidata coverage in a longitudinal study
through question answering and entity summarization [252].

Common Issues of KGs. In their study, Chekol and Stuckenschmidt discuss
that KGs, such as YAGO, Wikidata, NELL, and DBpedia, already contain temporal
data (facts together with their validity time). The authors propose a “bitemporal”
model for KGs, to record the data extraction time from other sources. Currently,
only NELL records this time, while, Wikidata only contains the time which is valid
about a fact [37]. In another study, Krötzsch discusses the modern knowledge rep-
resentation technologies and their advantages in information management, such as
description logics, and their contribution to KGs, and motivates Wikidata as a use
case [163]. González and Hogan propose a data-driven schema for large-scale KGs
and evaluate their approach on Wikidata KG for analyzing how versions of this KG
have changed over a period of 11 weeks [99]. Hazimeh et al. present an algorithm for
adding social links to academic entities as a refinement method to enable the KGs
to get data about real-world entities from online social networks and implement it
in Wikidata and YAGO KGs [119].

In the post-2018 research, Hellmann et al. discuss how data curation workflow in
Wikipedia and Wikidata could be improved where users add a high amount of data
from external data sources [127].

Senaratne et al. propose an unsupervised feature-based approach for anomaly de-
tection in KGs and evaluate it on four KGs of YAGO-1, KBpedia, Wikidata, and
DSKG [282].

Noullet et al. provide KORE50DYWC through extending a largely-used gold stan-
dard dataset, KORE50, to be used with KGs like DBpedia, YAGO, Wikidata, and
Crunchbase for accommodating tasks related to named entity recognition and dis-
ambiguation (NERD) [218].
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Desouki et al. present two methods to address the ranking problem of KGs which
are growing larger day by day and perform a successful test of these methods on
Wikidata and LinkedGeoData [52].

Demartini discusses the implicit biased information caused by contributors in KGs
and how paid crowd workers can be used to identify such controversial data [50].

Luggen et al. introduce a method for evaluating class size in collaborative KGs with
evaluation over Wikidata [177]. Johnson study the transclusion of Wikidata content
in Wikipedia language versions with a focus on English Wikipedia [138].

As can be seen, there is not a focused research area and KGs are being studied from
various angles.

2.2.3.5 Application Use Cases

From the beginning, Wikidata received much attention from members of various
research fields. Many articles described possible use cases for utilizing Wikidata as
a central data hub, as we see in the next section.

Medical and Biological Data Medical and biological projects have started using
Wikidata as a backend data source, to facilitate data exchange, mapping, and con-
sumption early in 2015. Mitraka et al., for example, propose the usage of Wikidata
for addressing the crucial challenges in disseminating and integrating knowledge in
life sciences contexts, by linking genes, drugs, and diseases [196]. Pfundner et al.
have specified an automated process to integrate data from ONC’s46 high priority
DDI47 list into Wikidata. The authors aim to integrate the data from ONC into
Wikidata and then use Wikidata to display the integrated data in articles of different
Wikipedia language versions [231]. Burgstaller-Muehlbacher et al. import all human
and mouse genes, and all human and mouse proteins into Wikidata to improve the
state of biological data, and facilitate data management and data dissemination us-
ing the Wikidata Query Service [32]. Putman et al. describe WikiGenomes, a web
application based on Wikidata, that facilitates the “consumption and curation of ge-
nomic data by the entire biomedical researcher community”. WikiGenomes provides
access to centralized biomedical data and a simple user interface for non-developer
biologists [246].

The research on the utilization and benefits of Wikidata as a resource for medical
and biological data continues post-2018. Turki et al. explain the potential of Wiki-
data as a platform for medical and biological data [320]. Manske et al. show how
Wikidata can be beneficial in terms of resources, integrating volunteer and scientific
communities, maintenance and enrichment of original data if GeneDB annotations
are imported in Wikidata [184]. Dahir et al. suggest an approach to improve in-
formation retrieval in the medical domain through Wikidata and DBpedia using
query extension [46]. Waagmeester et al. give insight into the breadth and depth
of biomedical data stored in Wikidata and the tools they have built which add
biomedical knowledge to Wikidata and synchronize it with source databases [327].

46The Office of the National Coordinator (ONC) for Health Information Technology is a division
of the United States Department of Health and Human Services.

47DDI stands for Drug-Drug Interaction, i.e., the effect change of one drug on the body by another
drug.
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During the event of COVID-19 Pandemic, a visible number of research has been per-
formed to utilize Wikidata for more efficient usage of COVID-19 data. Turki et al.
demonstrate the potential of Wikidata for COVID-19 information being stored, an-
alyzed, and visualized for decision support and educational purposes [321]. Waag-
meester et al. propose how to use Wikidata as a common ground for linking all
COVID-19-related research and studies. Additionally, the study uses Wikidata as
a common ground to link disparate resources of medical and biological data and
develop a semantic schema for virus strains, genes, and proteins using the Wikidata
infrastructure [328]. Lemus-Rojas and Ramirez Rojas share details of collaborations
among the employees of campus libraries involved in three Wikidata projects re-
lated to the COVID-19 Pandemic [170]. Darari presents COVIWD, a dashboard
based on Wikidata which provides information and visualization services covering
COVID-19-related topics [47].

Linguistics Wikidata is also used in the linguistics field, either as a dictionary or
proposing further approaches for linking lexical datasets or relation extraction.

Turki et al. propose to adopt Wikidata as a dictionary that can be used across
multiple dialects of the Arabic language. The authors emphasize that the Arabic
language has many dialects and these dialects are not all mutually intelligible, and
each one of them has its morphological and phonological, and even semantic and
lexical particularities. The study explains how it is possible to convert Wikidata
into a multilingual multidialectal dictionary for Arabic dialects and describes how
Wikidata (as a multilingual multidialectal dictionary for Arabic dialects) can be
used by computational linguistics and computer scientists in the Natural Language
Processing of the varieties of the Arabic language [319]. Nielsen describe an ongoing
effort for linking ImageNet48 WordNet49 synsets to Wikidata [211]. Yu and Qiao
present a new approach for meronym relations extraction in Wikidata, which is,
building a 13-dimensional feature vector for each hyperlink to be classified with
different classification algorithms, based on all 13 different three-node motifs. The
high interest of this community might have one driver for the development of the
Wikibase Lexeme extension which allows for modeling lexical entities. From 2018,
Wikidata includes this new type of data: words, phrases, and sentences [347].

There exist only two studies after 2018 on the utilization of Wikidata in the lin-
guistics area. McCrae and Cillessen propose linking Wikidata to WordNet using the
techniques such as natural language processing and hapax legomenon links [188].
Thalhath et al. investigate the possibilities of Wikidata being used as a vocabulary
resource to boost the use of linkable concepts [314].

Mathematics Recently, a number of studies in Wikidata research have made
the effort to get benefit from the structured nature of Wikidata in the context of
Mathematical data storage and representation. Scharpf et al. describe how to link
identifiers and symbols in Content MathML to Wikidata items in order to utilize
the benefit of semantics through annotation of mathematical identifiers or opera-

48“ImageNet is an image dataset organized according to the WordNet hierarchy” (http://
image-net.org/.

49WordNet is a large lexical database of English and contains and groups nouns, verbs, adjectives,
and adverbs in the form of sets of cognitive synonyms (synsets). For more information https:
//wordnet.princeton.edu.

http://image-net.org/
http://image-net.org/
https://wordnet.princeton.edu
https://wordnet.princeton.edu
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tors [272]. Nguyen and Takeda propose an approach to enhance the performance of
semantic labeling for numerical attributes and use Wikidata to for unit conversion
and generating more data resources for numerical background KBs [209]. Schubotz
et al. in one study, presents the first benchmark dataset that can evaluate the conver-
sion of mathematical formulae between the presentation format and content format
and linked to Wikidata entities for improved access through linked data [278]. In
another study, Schubotz explains the OpenMath content dictionary which is auto-
matically generated from Wikidata. The study also proposes a Wikidata property
to link OpenMath entries with Wikidata Items [277].

In the research articles post 2018 we find continued efforts of Scharpf et al. with
a research focus on Mathematics and display a summary of how Wikidata can be
improved to reflect the mathematical entities in a proper way through introducing a
data model for mathematical statements in Wikidata [274]. Further, Scharpf et al.
presents an approach to speed up mathematical entity linking in Wikidata [273].
Furthermore, Scharpf et al. developed MathQA, a Question Answering system to
answer mathematical questions based on the data from Wikidata, Wikipedia, and
arXiv preprint repository [275]. Another study by Elizarov et al. proposes meth-
ods for building a digital mathematical library and uses Wikidata to supplement
metadata [61].

Geography. Wikidata’s semantic nature can provide benefits in the geographi-
cal data context as can be seen from the research below. Almeida et al. introduce
a tool that harmonizes street names from OpenStreetMap50 and the entities they
refer to are accessed through Wikidata [8]. Leyh and Filho discuss the opportuni-
ties and challenges of Wikidata as a central integration facility by interlinking it
with OpenStreetMap [173]. Spitz et al. present an approach for constructing a net-
work of locations from Wikipedia by computing the similarity of locations based on
their distances and linking it to Wikidata as a knowledge source [294]. In another
study, Spitz et al. introduce ranking methods for the extraction of complex location
relations from Wikipedia articles and Wikidata KB that are not hierarchical [295].

Wikidata remains a research focus in the geography context after 2018. Shanaz and
Ragel develop a location entity linking system used to disambiguate named entities
related to locations mentioned in English news articles utilizing the semantic data
of Wikidata KG [286]. Gurtovoy and Gottschalk present StreetToPerson, a new
approach for linking street names in OpenStreetMap to persons in Wikidata [107].
Yang et al. propose a hybrid search application that takes the text and geospatial
data and extracts knowledge from Wikidata and HydroSHEDS dataset regarding
the rivers worldwide [343].

Question-Answering Systems. Question-answering systems have more recently
utilized the structured data of Wikidata. Diefenbach et al. present and discuss
WDAqua-core, a new Questions Answering component, which uses DBpedia and
Wikidata [54, 56]. Tanon et al. explain the development of Platypus, a multilingual
Quesion-answering system on Wikidata [311]. Striewe describe how to dynamically
generate assessment items from Wikidata [303].

50For more information please check: https://www.openstreetmap.org/

https://www.openstreetmap.org/
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A visible number of research in this area comes after 2018. Ma and Ma propose a
complete framework that can automatically generate quiz questions based on video
subtitles of MOOC (Massive Open Online Courses) throughWikidata [179]. Korabli-
nov and Braslavski present RuBQ, a Russian Question Answering KB dataset built
over Wikidata [158]. Ploumis et al. present an approach for question-answering sys-
tems which analyses the question and looks for the answer in the Wikidata through
SPARQL queries [242]. Dubey et al. explain the creation of the Large-scale Complex
Question Answering Dataset (LC-QuAD 2.0) with compatible SPARQL queries of
Wikidata and DBpedia [60]. In one study, Perevalov et al. present the extended
version of the KG question-answering dataset (QALD-9) by adding translation of
the existing questions in eight languages and transferring the queries from DBpedia
to Wikidata [227]. In another study, Perevalov et al. use the semantic potential of
Wikidata along machine translation approaches over extended QALD-9 dataset to
provide questions and answers in multilingual form [226].

Historical and Cultural Heritage. Archived data can take advantage of se-
mantic technologies to become accessible and be used more efficiently. Wikidata
provides this facility and has got popular in providing visibility to such archived
data very recently. The research focused on the usage of Wikidata as a linked data
provider for historical and cultural heritage data has emerged recently and so far we
see all contributions in this research focus post-2018 except for one.

Veen et al. use Wikidata to improve access to the collection of Dutch historical
newspapers [323]. Kapsalis looks at how Wikidata could be utilized by cultural her-
itage organizations to provide cultural heritage data more visibility and help them
become accessible knowledge resources [148]. Putra et al. present their approach for
extracting cultural heritage data from multiple formats and constructing a KB using
an RDF data model where the entities of this KB are imported and linked into Wiki-
data for greater interoperability of cultural heritage information [247]. Heberlein re-
ports on the project of modeling numismatic descriptive metadata using Functional
Requirements for Bibliographic Records(FRBR-oo)51 ontology and Wikidata [120].
Faraj and Micsik automate the process of detecting and extending links between the
entities of COURAGE52 project and Wikidata cultural heritage data [64]. Cooey
discusses the usage of Wikidata to expand and enhance the authority records for
Holocaust-era camps and ghettos in European Holocaust Research Infrastructure
(EHRI) portal [40]. Denis discusses the usage of Wikidata as a means of getting ad-
vantage from linked open data for the archived cartographic heritage resources [51].

Origlia et al. present a methodology to create a graph database from Wikidata,
Wikipedia, and Flickr that supports cultural heritage data [221]. Freire and Proença
experiment several approaches to find a solution for reasoning problems in large
ontologies. The authors designed a method for this purpose and evaluated it on
Schema.org and Wikidata Cultural Heritage data [81]. Colla et al. present a new
feature for an ontology-driven annotation system that generates suggestions on his-
torical entities based on their extracted information from Wikidata [39].

51“The FRBRoo is a formal ontology intended to capture and represent the underlying semantics
of bibliographic information.” https://www.cidoc-crm.org/frbroo

52COURAGE (Cultural Opposition – Understanding the CultuRal HeritAGE of Dissent in the
Former Socialist Countries) is a three-year international research project funded by Horizon 2020,
the EU Framework Programme for Research and Innovation. http://cultural-opposition.eu

https://www.cidoc-crm.org/frbroo
http://cultural-opposition.eu
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Library Systems. The concept of using linked data in Library systems has newly
emerged through the usage of Wikidata in the context of library systems and digital
preservation. The research in this area has begun in 2017 by Thornton et al. with
a study that explores the potential of Wikidata to serve as a technical metadata
repository and how it provides distinct advantages for usage in the domain of digital
preservation [316]. Allison-Cassin and Scott describe how Wikidata is a low-barrier
option for creating and using linked open data in libraries [7]. Thornton et al.
prepare datasets related to digital preservation from Wikidata for their developed
software portal of Wikidata for Digital Preservation [317].

The main body of research in this area comes post-2018. Seals-Nutt and Thornton
present Wikidp which is a digital preservation portal and allows people to access
digital preservation-related data from the Wikidata KB [279]. Lemus-Rojas and Lee
share the experience of pilot projects from three university libraries to prepare data
and link it to Wikidata properties with the aim of broadening the representation
and enhancing the visibility of women in STEM [168].

Snyder et al. explain the usage of linked open data in libraries to enhance the
information displayed in library discovery systems through the linkage between Li-
brary of Congress Subject Heading (LCSH) and Wikidata [292]. Pohl explains the
process of creating spatial classification entries from Wikidata for the North Rhine-
Westphalian Bibliography (NWBib) [243]. Nešić et al. take a number of use cases
as examples to describe the integration of Wikidata with digital libraries and exter-
nal systems and how the process of data preparation and import could speed up in
Wikidata [208]. Stanković and Davidović use Infotheca, the journal of digital hu-
manities, to explain the integration of Wikidata with digital libraries and external
systems [297]. Spencer et al. create the Siegfried/Wikidata integration tool which
aims to make Yale University Library’s data in Wikidata consumable through the
Siegfried53 utility for the file identification purposes [293]. Alexiev et al. introduce
BIDL54 which is the virtual encyclopedia of Bulgarian Icons and how it can be
exported into Wikidata [5]. Fukuda examines the advantage of utilizing Wikidata
to catalog video games at the Center for Game Studies, Ritsumeikan University
(RCGS) in order to construct an authority of works for video games [84]. Bianchini
and Sardo investigate how the semantic nature of Wikidata could serve as a new
perspective towards universal bibliographic control [24].

Finance and Management. The very recent research on Wikidata reveals the
potential of Wikidata in providing service to management and financial systems.
Wikidata could be used as a multipurpose KB, and this study by Krabina and
Polleres examines the use of Wikidata as a platform for processing public finances [161].

Ang and Lim propose the Knowledge-Enriched Company Embedding (KECE) model
which combines multimodal information of companies from KBs and takes advan-
tage of KG relationships in Wikidata for generating company entity embeddings.
These entities are used to improve the performance of downstream investment man-
agement tasks [10]. Portisch et al. present a hypernym detection system for the
financial services domain named FinMatcher which leverages the semantic benefits
of Wikidata, WordNet, and WebIsALOD [244].

53Siegfried is a file format identification tool.
54Bulgarian Iconographic Digital Library http://bidl.cc.bas.bg/

http://bidl.cc.bas.bg/
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Data Checking/Validation. Besides, all of the above-mentioned application
areas of Wikidata, recent research shows the ability of Wikidata to provide fact-
checking and validation. Khandelwal and Kumar is focused on a new method for
fact-checking using unstructured data from Wikipedia and structured data from
Wikidata for determining the validity of facts [151]. Zubiaga and Jiang introduce a
method to detect hoaxes in social media through Wikidata KB in a semi-automated
manner [355].

Abián et al. propose the contemporary constraint concept for information consis-
tency for KBs like Wikidata [1]. Goodrich et al. propose a model-based metric to
indicate the factual accuracy of generated text based on their introduced dataset
from Wikipedia and Wikidata [102]. Frey et al. define their proposed process for
creating rich language-specific datasets from DBpedia and evaluate them against
Wikidata and DBpedia KBs [82].

Lim et al. perform a preliminary study of topic modeling on Twitter by incorporating
spatial and temporal data from Wikidata [174]. Dooley and Bozic examine the
correlation between Twitter trending hashtags and Wikidata revisions page titles in
a specific time frame [57].

2.2.3.6 Implications

Our exploration of Wikidata research in the first decade of Wikidata’s existence
display where the Wikidata community and researchers stand from the research
perspective, where they show more interest, and where we still see research gaps.

The articles have a prevalence of computer science articles which we expected from
the chosen databases which are mainly Computer Science related (ACM, Springer
Link, DBLP). However, by including Google Scholar, we expected to identify more
research from disciplines such as sociology or communication science. Unfortunately,
our results suggest that this approach was less successful.

Like other peer production communities, Wikidata provides a valuable opportunity
to deepen our understanding of existing community practice. It might be interesting,
for example, to explore existing differences with Wikipedia. There is still resistance
to the use of Wikidata within various Wikipedia language versions. Further re-
search is needed, to better understand existing reservations. Another interesting
less studied aspect in Wikidata is the existing human-bot-collaboration [206]. Wiki-
data might be, besides Wikipedia, an interesting use case to better understand the
social-technical infrastructure of a peer production community.

The results suggest that research on Wikidata seems to be entirely concentrated
on specific institutions, such as the University of Southampton or the University
of Lyon, or countries, for example, Germany and USA. It might be the origin of
Wikidata as a European project initiated by members of the Semantic Web com-
munity which causes the research on Wikidata to be more popular in Europe. We
wonder, how this Western perspective on knowledge representation might exclude
other understandings of knowledge. For example, the indigenous peoples give their
knowledge orally from generation to generation. Research, which deals with the
question of how this knowledge or the potential occurrence of such knowledge can
be represented, would undoubtedly be useful to achieve the aim of becoming a global
universal KB, which can be used by anyone for any purpose [326].
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While there have been studies on the multilingualism aspect of Wikidata, the data
is still not present in every language. Current findings show that there are some
dominant languages (e.g., English, French, German, Spanish), while, many other
languages are ‘underserved’. This indicates that, although there have been some
efforts in addressing the issue of uneven language distribution, further studies are
needed to overcome the language gap in Wikidata. Furthermore, these studies focus
on the descriptions and labels of an item. It might be interesting to understand
better when Wikidata’s data model fails because a one-to-one relationship between
two words from different languages is not possible.

Continuous evolution is one of the design decisions of Wikidata, which means Wiki-
data grows with its community and tasks, and new features are deployed incremen-
tally [326]. While we see numerous articles focusing on the enhancement of existing
Wikidata features, the findings suggest only a little research on improving the us-
ability of the user interface. User studies concerning aspects such as learnability
or explainability are still rare on Wikidata. From our own experiences in conduct-
ing Wikidata workshops, it can be said, that people struggle with understanding
Wikidata’s central concepts, for example, the difference between a class and an in-
stance. It seems that Wikidata has still untapped potential in becoming accessible
for non-technical experts.

Many efforts are made to sustain and improve the quality and completeness of data
in Wikidata. One issue in this context is, for example, the handling of vandalism
and data integrity. In the context of data quality, we call for more research on
the effects of plurality, i.e., the co-existence of contradictory information, in order
to enhance the trustworthiness of Wikidata content. However, if anyone can add
contradictory information, further research is needed to provide such mechanisms
in the user interface as well as in the WDQS for providing this information in a
possible format.

As opposed to Wikidata, Wikipedia is studied from a variety of disciplines, such
as humanities (e.g, history, literature, philosophy), logic and mathematics, natu-
ral sciences (biology, chemistry), social sciences (e.g., communications, education,
economics, law, journalism) and interdisciplinary (anthropology, computer science,
health, industrial ecology, and information science) [220]. While Wikidata has the
competence to be used in different disciplines, investigations are needed to find out
whether Wikidata can be beneficial in the same areas where Wikipedia was used.
Even though our study reveals the usage of Wikidata in various contexts, the use
cases come from a limited number of application areas such as the biomedical do-
main, linguistics, cultural heritage, or library systems. Although we see a recent
increase in the areas where Wikidata is utilized like geography or mathematics, it
might be valuable to see more use cases from other disciplines, such as social sci-
ences or humanities. Leveraging Wikidata in educational environments, for instance,
could offer significant value.

Earlier, as we reflected on the design decisions, we recognized that diversity serves
as a means to achieve the overarching goal of Wikidata. Given the significance of
this concept within the Wikidata context, we observe a research gap that pertains
to diversity. Thus, one of the recommended directions of research on Wikidata is to
study the concept of diversity in the Wikidata context. This would help to better
understand how close Wikidata is to achieving its main goal of being diverse enough
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to provide service for anyone on the planet. Since the data in Wikidata comes
from the community of contributors, understanding the contributing community of
Wikidata is one of the important steps in drawing the diversity picture of Wikidata.

Figure 2.11 shows the number of published papers in the time frame 2012 to 2018
in comparison to the time frame of 2019 to 2022. We can observe that the focus
of research in the era pre-2019 was the development of tools and datasets over
Wikidata, enabling Wikidata to serve as a linked-data provider and the usage of
Wikidata in different application use cases. In addition, in this time period, a
visible number of research also exists on the topics of multilingualism, data quality,
and the contributing community of Wikidata. Overall, in the pre-2019 time frame,
we see a rather balanced contribution to the Wikidata research categories with more
focus on Application Use Cases categories.
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Internal Structure 6 3

Contributing Community 8 9

Multilingualism 9 7

Enhanced Features 283

2 1Vandalism Detection
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8 13

11 18

Comparison of KGs
Common Issues of KGs
Wikidata as Linked Data Provider 9 18

4 7

6 2

Medical & Biological Data
Linguistics
Mathematics

Geography

Historical & Cultural Heritage
Library Systems
Finance & Management
Data Checking / Validation

Question-Answering Systems

4 9

3 2

4 4

4 3

4 6

1 9

2 11

2 5

3

2012 2022

Wikidata Categories           Labels Number of Published Papers

Application Use Cases

Knowledge Graph 
Oriented Research

Data-oriented Research

Engineering-oriented 
Research

Community-oriented 
Research

Figure 2.11: A comparative view of Wikidata research from 2012 to 2019 and 2019
to 2022. Source: Wikidata Articles Dataset.

In the time frame 2019 onward, research article distribution across Wikidata cat-
egories seems less balanced. In contrast to the pre-2019 period, we see a visible
increase in the Engineering-oriented Research category, similarly, the Application
Use Cases category is on the rise more than before. Having a high number of papers
focused on enhancing Wikidata features is expected because Wikidata was designed
to continuously evolve, addressing the needs of the community. Moreover, the more
Wikidata is used by more people for a higher variety of purposes, the more exist-
ing shortcomings are discovered, and the need for new functionalities is revealed.
Development of new tools, building datasets over the data of Wikidata for various
purposes, and strengthening the ability of Wikidata as a linked data provider re-
main popular research topics in the Wikidata research community. It seems that
the focus of the research community is currently on Engineering-oriented research
and the Data-oriented research categories with a visible increase in the areas of data
quality and providing means to utilize the data in Wikidata through new tools and
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datasets. Further, more efforts towards bringing more power to Wikidata as a linked
data provider and usage of Wikidata in various application areas indicate that the
research focus is mainly on the data aspect of Wikidata.

Overall, we are left with the impression that Wikidata is consistently evolving to ad-
dress the evolving needs of its community. Furthermore, Wikidata is progressively
being integrated and applied across various application domains. This indicates
Wikidata’s success in furnishing data to diverse systems for multiple purposes, ul-
timately serving individuals worldwide. While this progress is promising, numerous
challenges remain to be explored and examined in order to ascertain the true status
and advancement of Wikidata toward its ultimate goal.

2.3 Summary
Wikidata is an open, collaborative KB launched with the goal of reflecting world
knowledge and serving “anyone, anywhere in the world.” To achieve this objective,
certain design decisions were considered in the development of Wikidata that would
enable it to reflect world knowledge and distinguish it from other KBs. These
design decisions include open editing, secondary data, multilingualism, plurality,
community control, and continuous evolution - all of which refer to the concept of
diversity. Therefore, we get the impression that being diverse enough to serve the
diverse people in the world is the ultimate goal of Wikidata.

Diversity is not only a distinguishing feature of Wikidata but also the 2030 goal of
the entire Wikimedia Foundation. The Foundation initiated a Movement Strategy
Process and one of the resulting two goals set for the 2030 horizon is to reach “knowl-
edge equity.” This includes the objective to “counteract structural inequalities to
ensure a just representation of knowledge and people in the Wikimedia movement.”
However, the concept of diversity in the context of Wikidata is not yet clearly defined
and explored. It is only discussed from the angle of plurality, i.e., the coexistence
of contradictory statements. Whether plurality is a synonym for diversity in the
Wikidata context is yet to be explored.

Existing research has shown that the Wikidata community consists of both humans
and bots, with bots being the most active contributors to Wikidata. Furthermore,
very few studies exist on bots, and they are a rather unexplored user group. There-
fore, it remains to be studied how bots might impact Wikidata, especially its diver-
sity aspect.

In the next sections, we will tackle both issues, the diversity concept in Wikidata and
bots in the Wikidata context. The results of both sections will help us understand
what diversity means in the Wikidata context and how bots might contribute to or
impact it.



Chapter 3

DIVERSITY & WIKIDATA

In the Wikidata chapter, we learned that Wikidata aims to become a universal KB,
and to achieve this goal, it needs to serve diverse enough data in terms of providing
data in a variety of languages, covering different topical domains, and reflecting
diverse opinions. Hence, diversity is a means to enable Wikidata to achieve its
ultimate goal of serving world knowledge.

Despite the significance of diversity in the context of Wikidata and the presence
of built-in support for it through the plurality design decision, diversity has not
been given sufficient attention as a research focus. Further, Wikidata provides the
possibility to be edited even by unregistered users, thus, it is open and welcomes
participation from anyone willing to contribute in any language. However, having
the ability to support diversity does not guarantee a high level of diversity in the
data. This is because Wikidata research has shown that providing support for multi-
lingualism alone is not enough to ensure that all data are available in a multilingual
form, as there exist many languages that are overlooked [142].

In addition, there does not appear to be a common definition of diversity in the
context of Wikidata. Some studies focus on gender inequality [283, 248, 29, 350]
and assess gender bias, highlighting that not all genders receive equal attention in
Wikidata. However, it is not directly established how these studies relate to the
concept of plurality in Wikidata. Thus, the exploration of a common definition of
diversity and the understanding of whether plurality is a true synonym for diversity
are areas that remain to be explored.

The concept of diversity is not only of interest in the context of Wikidata but also
aligns with the Wikimedia 2030 goal1. The strategic direction of the Wikimedia
movement toward diversity in 2030 focuses on knowledge equity and knowledge as a
service, highlighting the importance of diversity for the entire Wikimedia community.
As Wikidata is a project under the umbrella of the Wikimedia Foundation, which
was designed with diversity in mind, examining the current status of diversity in
Wikidata after a decade of its existence holds relevance not only for the Wikidata

1https://meta.wikimedia.org/wiki/Strategy/Wikimedia_movement/2018-20
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community but also for the broader Wikimedia community and any system aiming
to provide free knowledge for all.

Furthermore, previous research has indicated that a significant portion of Wikidata
edits are conducted by bots, leading to the potential influence of bots on diversity.
Bots are known for automating repetitive tasks, often resulting in more uniform
edits. There are concerns that bot edits in Wikidata may be less diverse compared
to human edits [238]. This raises the question of how the involvement of bots within
the Wikidata community could influence the objective of promoting diversity to
serve to a worldwide audience.

In this chapter, our objective is to provide an overview of the diversity concept
and explore its application within a KB context with a focus on Wikidata. Given
our interest in assessing the existing diversity status of Wikidata, we propose a
concept for measuring diversity in Wikidata and present our suggested approach for
measuring the current diversity status. This measurement will later enable us to
examine the impact of bot edits on diversity in Wikidata.

We commence by offering a general introduction to diversity and delving into the
various dimensions and interpretations of this term.

3.1 The Diversity Notion
Diversity is a rather general concept that is present in numerous contexts. One of
the earliest definitions of diversity dates back to 1949 [291] in the field of economics.
This definition introduced the concept of measuring diversity using the diversity
index, which assesses the level of concentration within a group of individuals when
they are categorized into various classifications. Since then, diversity has been a
topic of attention in many fields like biology, ecology, sociology, and archaeology, to
name a few. Due to its extensive usage in different fields for various purposes, it is
a challenge to provide a universal definition for the term diversity that could satisfy
every context where diversity is used [59]. Since we are focusing on the concept of
diversity within the context of a KB (i.e., Wikidata), it is important to first gain
a clear understanding of what diversity entails and how it is interpreted in other
contexts. Therefore, we begin our exploration of the diversity concept by exploring
the definition of the term “diversity” and then delve into its interpretations and
applications in various fields. This process allows us to establish a foundational
understanding of diversity in general, which will serve as a basis for discussing the
concept of diversity within the realm of Wikidata.

3.1.1 Defining Diversity

According to the Merriam-Webster Online Dictionary2 the term diversity is defined
as “the condition of having or being composed of differing elements” which is very
close to the term variety “the quality or state of having different forms or types.”
Thus, variety is commonly misunderstood to be an alternative to diversity. While
diversity is a means to measure variety, the diversity concept is not limited to rep-
resenting variety only [171] and has further dimensions explained later.

2https://www.merriam-webster.com/dictionary/diversity [Accessed 03-08-2020]
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Leonard and Jones define diversity as “the nature or degree of apportionment of a
quantity to a set of well-defined categories” [171]. This definition which has emerged
from the field of archaeology shows that diversity can be a topic of interest in any
field which consists of categories and, thus, could be used in a variety of fields. For
instance, social sciences deal with people from different backgrounds, economics is
interested in the income levels of individuals in a society, and biology where species
types are the focus.

There are also terms that show specific types of diversity, such as knowledge diver-
sity and information diversity. According to Helberger et al. the idea of information
diversity is that in a “democratic society informed citizens collect information about
the world from a diverse mix of sources with different viewpoints so that they can
make balanced and well-considered decisions” [126]. Giunchiglia et al. defines di-
versity in the context of media content analysis and knowledge diversity as “the co-
existence of contradictory opinions and/or statements (some typically non-factual
or referring to opposing beliefs/opinions)” [96].

In the above-mentioned definitions, we can see the terms variety, balance (i.e., degree
of apportionment), and difference/ disparity (i.e., contradictory) to define diversity.
This confirms the fact that there exists no common definition of diversity that could
fit every situation, and the existing definitions from one field or context are not
accurately applicable to all other contexts. For example, assuming diversity as an
alternative to variety is popular in biodiversity, but is not applicable in the field
of economics where diversity is understood in terms of inequality and balance [94].
Or, diversity may not always show contradictory information as defined by [96],
for example, the diversity of languages shows the variety of languages that do not
contradict each other.

Nevertheless, we could learn that the diversity concept can be a topic of interest in
any system where elements can be differentiated and grouped together based on their
common factors to form categories. In other words, diversity is the property of any
system which consists of categories of elements. However, a thorough understanding
of the diversity concept in a context requires a deeper insight into the diversity
properties and how they are applied in different contexts in which diversity is used.

3.1.2 Diversity Dimensions
The main question that still remains to be answered is: What do we truly mean
when we refer to the diversity of a system? In other words, is it feasible to compare
diversity across two different systems? And if so, what are some shared attributes
that can be used to measure diversity, irrespective of the context in which a system
exists? As an example, we previously saw that in the economic context, diversity
refers to the distribution of wealth among citizens of a country. However, diversity
in a biodiversity context means the richness of the species in a defined area. Even
though, both are examples of diversity, it is a challenge to find a common ground
between them and look at them from a single lens due to different or context-specific
interpretations of diversity in each field.

Although diversity is mostly studied in the context of specific disciplines, attempts
have been made to answer such questions using diversity in an interdisciplinary
manner [300]. Despite all these different interpretations of diversity in diverse fields,
Stirling was able to spot the most general attributes or properties of diversity and
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Figure 3.1: A visual representation illustrating the qualities of diversity within the
context of interdisciplinary analysis, from [301].

define a common ground for the diversity concept applicable to all contexts. After
exploring numerous fields, Stirling has proposed a general framework for analyzing
diversity in science, technology, and society [301]. The author defines three proper-
ties of diversity, which are variety, balance, and disparity, as follows:

• “Variety is the number of categories into which system elements are appor-
tioned.” Variety answers the question of “how many types of things do we
have.” The relation of variety to diversity is based on: “All else being equal,
the greater the variety, the greater the diversity.”

• “Balance is a function of the pattern of apportionment of elements across
categories.” Balance answers the question of “how much of each type of thing
do we have.” The relation of balance to diversity is based on: “All else being
equal, the more even is the balance, the greater the diversity.”

• “Disparity refers to the manner and degree in which the elements may be
distinguished.” Disparity answers the question of “how different from each
other are the types of things that we have.” The relation of balance to diversity
is based on: “All else being equal, the more disparate are the represented
elements, the greater the diversity.”

According to Stirling each system has some combination of these properties, and
every property on its own does not have the potential to be a sole representative of
diversity as can be seen in Figure 3.1. Variety and balance, for example, can show
how many different species exist and how they are distributed across the species
categories. In other words, with variety alone, we could only count the number of
different species but would not be able to compare two systems with the same variety
but different balance levels. Nevertheless, we first need disparity to distinguish
different groups or categories and then measure the variety and balance. Hence,
while each of these properties individually offers only a limited understanding of
the system’s diversity, they are most valuable when utilized together to create a
comprehensive depiction.

To further elucidate the concepts of variety, balance, and disparity and their po-
tential impact on diversity, we examine the instance of editor diversity within a
Wikidata item. Diversity increases with the rise in the number of countries to
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which the editors belong. For instance, an item edited by contributors from five
distinct countries is expected to exhibit more diverse content than an item edited
by contributors from only three countries. Similarly, achieving a balanced distribu-
tion of editors from various countries indicates a more diverse content composition
compared to a scenario where the majority of content originates from a single dom-
inant race or country. A concentration of editors from one particular country or
race can result in an imbalanced representation of viewpoints and a reduction in
content diversity within the entry. Likewise, having editors hailing from diverse
countries across the globe, characterized by differences in language, culture, race,
and geographical location, contributes to greater diversity than an item edited by
individuals solely from a similar number of European countries.

Hence, the general concept of diversity finds widespread use across various fields;
however, its necessity and application vary in each context. In certain domains,
diversity represents a straightforward notion, referring primarily to variety — as
the mere count of categories in a distribution Jong and Bates. On the contrary,
diversity is presented as a two-dimensional concept, encompassing not only the count
of categories (referred to as richness or variety) but also the distribution of elements
within those categories (known as evenness or balance) [189]. Adding a recent facet
to this concept, disparity complements the widely acknowledged dimensions of the
diversity concept focused on variety and balance, as proposed by Stirling.

Next, we explore some application domains of diversity and see how each of the
above-mentioned properties or dimensions are mapped into each context.

3.1.3 Application Domains of Diversity
As mentioned before, diversity is an established concept in a variety of fields, like,
archaeology, economics, social sciences, biology, ecology, and computer science. To
better understand how diversity is defined and what the usage of diversity is like
in these contexts, we take a deeper look into some of these fields where diversity is
established and used.

3.1.3.1 Diversity from a Biological Lens

Diversity is a central aspect of biological studies and there exists a specific field
focused on biological and ecological diversity, named biodiversity. According to the
definition of the United Nations Environmental Program (UNEP), biodiversity is a
study of variability between living organisms of all types in an ecosystem with a focus
on both, within-species and between-species diversity [132]. In another definition,
biodiversity is “synonymous with species richness and relative species abundance in
space and time” [133].

Biodiversity studies focus on living organisms in a defined area to find the variety,
rarity, and abundance of the species in that geographical boundary. The results
of these studies are used to compare the diversity levels of two areas or compare
the results of the same area in different time slots to better understand ecological
changes and to find out if certain species are in danger of distinction.

To measure diversity levels in the context of biodiversity, numerous approaches are
used. The oldest measure of biological diversity is called species richness which
refers to the number of species in a defined area of study [190]. Despite its ap-
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parent simplicity, measuring richness demands more effort when applied to samples
or populations, as species are not uniformly distributed. Consequently, various ap-
proaches exist to quantify the richness of a given area, as exemplified by studies such
as [181], [219], and [192]. Entropy is another extensively used diversity measure in
this context, also called the Shannon Index (cf. Section 3.1.4).

While numerous methods are at our disposal for measuring species diversity, these
measurements do not always yield absolute accuracy. This is due to the fact that,
on one hand, not all species are fully identified and categorized, and on the other
hand, species do not uniformly exist in equal proportions. Consequently, further
inquiries are necessary within this context, and diversity remains an ongoing focal
point within biological research.

3.1.3.2 Diversity from a Sociological and Economical Lens

Social sciences represent another domain where diversity stands as a prevalent sub-
ject of interest. The ultimate goal of humanity and any truly free society is to respect
each individual as they are, embracing their unique differences. Hence, in a socio-
logical context, the essence of diversity revolves around the presence of individuals
with diverse backgrounds. A synonymous term pertinent to this domain is fairness.
Fairness, defined as the “lack of favoritism toward one side or another”3, contrasts
the concept of bias. Fairness is used to support the diversity of a community by
looking at the community members without “any prejudice or favoritism towards
an individual or a group based on their inherent or acquired characteristics” [191]
such as the origin, gender, culture, language, and beliefs (e.g., political, religious).
Fairness encapsulates the concept of an ideal society where each individual is treated
equitably, without bias or judgment.

Another vastly used synonym of diversity in the area of social sciences is called
inclusion. Communities are suggested to include more people from a variety of
backgrounds, to not only reduce discrimination but also, bring more experience,
innovation, and knowledge together [83].

One example of the sociological diversity research area is organizational/ workplace
diversity which categorizes diversity attributes into the following four categories4:
a) Internal diversity which contains the attributes of a person by birth like race,
culture, gender, skin color, b) External diversity that consists of the attributes of
a person influenced by his/her surroundings like education, religion, citizenship, c)
Organizational diversity that shows characteristics that differentiate one employee
from the other like job function, rank, department, and d) Worldview diversity
which is the attribute developed by the combination of the above three attributes,
like political beliefs.

As can be seen, here the interest lies in having people from a variety of backgrounds
and their abundance in a community to demonstrate higher fairness or inclusion
levels which are representations of diversity.

3Merriam Webster Dictionary: https://www.merriam-webster.com/thesaurus/fairness
4What Are the 4 Types of Diversity? https://www.alliant.edu/blog/

what-are-4-types-diversity [Accessed: 22.12.2020]

https://www.merriam-webster.com/thesaurus/fairness
https://www.alliant.edu/blog/what-are-4-types-diversity
https://www.alliant.edu/blog/what-are-4-types-diversity


CHAPTER 3. DIVERSITY & WIKIDATA 53

Another perspective to gain a deeper understanding of diversity within a society is
through the lens of economics. The economy is a collective asset of society, and
assessing the economic well-being of its citizens is a key facet of exploring diversity.

Diversity in economics predominantly centers around matters such as income, wages,
and consumption. In this context, diversity is framed through the concepts of ’in-
equality’ and ’concentration.’ Researchers are keen on uncovering disparities in in-
dividuals’ economic statuses, focusing on variations in income levels within a society
(i.e., inequality) and the equitable distribution of wealth among its members (e.g.,
within a country, referred to as concentration).

The most commonly used metric for measuring diversity in this field is the Gini
coefficient (cf. Section 3.1.4) [94].

3.1.3.3 Diversity from a Computational Lens

Diversity within a technical context can be exceptionally impactful due to the ex-
tensive integration of technology into various facets of daily life. Algorithms and
decision-making systems not only simplify complex calculations and classifications
but also tend to outperform human capabilities with greater accuracy. Nonetheless,
if these systems aren’t trained on sufficiently diverse data, they may exhibit bias
towards dominant data elements or categories, inadvertently disregarding less rep-
resented ones. This imbalance can lead to an overemphasis on and magnification of
the dominant elements or categories. Consequently, such biases have far-reaching
consequences on diversity within the specific contexts where these systems are em-
ployed. For example, consider organizations that, in today’s landscape, rely on
algorithms to filter applicant curriculum vitae (CVs) for interviews5. If the train-
ing data lacks information from a diverse array of backgrounds, there’s a higher
probability that CVs from individuals with different backgrounds might not make
it onto the interview shortlist. Instead, only candidates hailing from backgrounds
that are more prevalent could end up being selected. Another example can be found
within the judicial system, where automated decision-making systems generate a
risk assessment score. This score is used in courtrooms to guide determinations
about individuals who are less likely to commit future criminal acts and can thus be
granted release6. However, it’s been observed that these algorithms can exhibit bias
toward individuals from specific backgrounds due to the composition of the training
data. Mass media is another domain significantly impacted by technology. News
outlets are progressively transitioning to online platforms, often utilizing recom-
mender systems. Although news should empower citizens to remain well-informed
and take informed actions by offering a diverse range of topics, sources, and bal-
anced perspectives, algorithms can inadvertently contribute to selective information
exposure and lead to partial information blindness [110].

The impact of diversity in big data is a relatively recent research focus, with numer-
ous studies exploring various aspects. Areas like Information Retrieval delve into
methods for enriching result sets by considering diverse facets of a query. Such diver-
sification aims to address different information needs that underlie a query [306]. In

5Come 2021, AI-based tools will shortlist your resume https://indianexpress.com/
article/jobs/come-2021-ai-based-tools-will-shortlist-your-resume-7119609/[Accessed:
27.07.2022]

6Source: ‘Machine Bias: Risk Assessments in Criminal Sentencing,’ ProPublica, Accessed:
16.09.2020

https://indianexpress.com/article/jobs/come-2021-ai-based-tools-will-shortlist-your-resume-7119609/
https://indianexpress.com/article/jobs/come-2021-ai-based-tools-will-shortlist-your-resume-7119609/
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Recommender Systems, diversification aims to counter overfitting and overspecializa-
tion issues associated with recommendations solely based on user preferences. The
goal is to provide users with a broader array of recommendations [165]. The realm
of Algorithms & Machine Learning investigates how deploying diverse algorithms to
tackle the same problem can lead to enhanced outcomes [207]. Moreover, the topics
of fairness and bias in machine learning have received considerable attention [191].

In a comprehensive view, the technical perspective on diversity appears to encompass
the integration of diverse data types and algorithms, aiming for more efficient and
realistic results.

3.1.3.4 Summary of Diversity Application Domains

In the preceding section, we explored the notion of diversity and observed different
interpretations and understandings of diversity in the contexts mentioned above,
encompassing the realms of biology/ecology, economics, and various fields within
the social and computer sciences. Due to the diversity of these contexts, it is evident
that a universal definition of diversity cannot be uniformly applied. Furthermore,
the concept of diversity may carry different connotations depending on the specific
field and context under consideration. For instance, in a workplace environment,
diversity often refers to the presence of individuals from diverse backgrounds. On
the other hand, in the field of economics, diversity may pertain to a more balanced
distribution of wealth, with individuals sharing similar living conditions and income
levels, thereby minimizing extremes of wealth disparity.

In an effort to establish general characteristics that can be universally applicable
and foster a shared understanding of diversity across all domains, researchers have
presented common or overarching properties of diversity in their studies [300]. These
properties serve as a framework for assessing and comparing the levels of diversity
across different systems. These shared properties or dimensions are applicable to
all contexts and can be employed to measure the levels of diversity within a given
system, regardless of the specific field. In the subsequent section, we elaborate on
popular and widely used approaches for measuring diversity, providing insight into
the methodologies employed for this purpose.

3.1.4 Diversity Measurement
As noted above, the concept of diversity is pervasive and relevant in almost every
field. However, each field brings its own unique interpretation of diversity and focuses
on specific aspects of interest. While the three established dimensions of diversity
remain fundamental characteristics regardless of the context in which the concept is
applied, different fields may emphasize one dimension over the others.

Consequently, a multitude of diversity measurements has emerged from various
fields, tailored to address the specific requirements of those domains. Interestingly,
some of these measurements have extended beyond their initial domains of origin,
gaining recognition as widely used diversity measures. Studies such as [189] and
[301] have already undertaken comparisons of existing diversity measures and ex-
plored their efficacy across different contexts.

In this context, we introduce the most prevalent diversity measures highlighted in
these studies. We elaborate on their intended purposes and the contexts in which
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they are applied. This exploration aims to facilitate the selection of the most suitable
diversity measures for assessing diversity within the Wikidata framework.

3.1.4.1 Types of Diversity Measures

It has been decades since diversity came into focus and used in different contexts.
Like every other concept, it has gone through refinements and today we have nu-
merous diversity measures which range from simple ones to more complex ones.
As mentioned earlier, in the early days due to the closeness of the terms diversity
and variety, diversity was considered to be a simple concept and a synonym to the
term ‘variety’ also called richness, especially in the fields of biology and ecology
[190]. In the same manner, in fields like economics, it simply focused on balance to
measure diversity [95]. Later on, the concept was extended beyond just one aspect
and included evenness or balance besides variety. This is called heterogeneity [101]
and is represented through a single value called diversity index. Heterogeneity and
evenness measures are typically categorized into two groups: parametric and non-
parametric measures [182]. Parametric measures are applied to data that adhere to
specific distribution assumptions. However, these measures are less commonly used,
as diversity measurements often deal with samples where making assumptions about
the data is not feasible. Consequently, the measures we discuss below fall into the
category of non-parametric measures.

Considering the myriad existing approaches to measuring diversity across various
fields, an exhaustive review of all these measures is time-consuming and falls beyond
the scope of this study. More importantly, previous attempts to explore existing di-
versity measures and examine their behavior in certain cases have concluded that all
of these diversity measures give similar results with very little difference [301, 189].
For this reason, in order to provide a glance into the existing diversity measures,
we here narrow our scope and introduce the measures of diversity from the studies
[189] and [301]) which are not limited to the scope of one field but are generally
applicable in various contexts.

Here, these measurements are organized into categories of single-concept and dual-
concept diversity measures considering the number of dimensions they take into
account while measuring diversity. Table 3.1 presents the formulas associated with
the aforementioned diversity measurement approaches, offering a quick comparative
overview of these measures.

To provide a more comprehensive understanding of these measures and how they
operate, later in this section, we furnish an example using a small sample that
represents the diversity of editors across four Wikidata items (as shown in Table 3.2).

I. Single-concept Diversity Measures: Following are the measures that are
called single-concept diversity measures because they only focus on one dimension/
property of the diversity, i.e., variety, balance, or disparity. As mentioned earlier,
our understanding of the three main properties of diversity is as follows:

• Variety is the count of the number of categories into which the elements of the
system are apportioned.
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Table 3.1: A comparative view of diversity measurement formulas. The notions
used in the formulas: N is the category count, pi the proportion of a category (e.g.,
class) in an entity (e.g., domain), ni is the number of elements in the category i, dij
is a disparity between i and j, Nmax is the total number of elements belonging to
the most abundant categories. A is the area between the Lorenz curve (the actual
distribution of income or wealth) and the line of perfect equality (a diagonal line
representing perfect equality), and B is the area under the line of perfect equality.

Diversity Measure Formula Source
Single-concept
Richness

∑
i(p

0
i ) MacArthur 1965

Disparity
∑

ij dij/N Stirling 1998
Gini-coefficient A/(A+B) Gini 1936
Dual-concept
Berger-Parker Index Nmax/N Berger and Parker 1970
Shannon Entropy −

∑
i(pilogpi) Shannon 1948

Brillouin (lnN !−
∑

lnni!)/N Brillouin 1956
Simpson’s Index

∑
i ni(ni − 1)/N(N − 1) Simpson 1949

HHI
∑

i(p
2
i ) Rhoades 1993

Gini-Simpson Index 1−
∑

i(p
2
i ) Gini 1912

McIntosh (N −
√∑

i n
2
i )/(N −

√
N) McIntosh 1967

Rao-Stirling
∑

ij(dij)
α(pipj)

β Stirling 2007

• Evenness is counting the number of the elements of each category in relation
to each other and measures the balance of the elements’ distribution across
categories.

• Disparity is the measurement of the degree of similarity or difference of the
system’s elements

Here, we introduce the most popular measures that use one single dimension of
diversity in consideration.

- Richness/ Variety. Richness is the simplest form of measuring diversity, also
called variety. This is a popular measure in the field of biodiversity. Biodiversity
aims to determine the number of different species present in a particular area, and
the greater the number of species in that specific area, the higher the level of diversity
is considered. Since richness is sometimes considered an alternative to diversity in
the fields of biology and ecology (i.e., biodiversity), there exist different ways to
measure species richness in this field due to the fact that not all species are known
or possible to identify in all occasions in addition to dealing with samples. For
instance, if we would like to know the richness of a species S in an area where
considering the total number of individuals, we could find out the richness either
by simply counting the species number (i.e., Richness = S) [180], or through other
defined approaches explained in [181], [219], or [192]. Since other approaches are
used in different situations to tackle specific issues in the context of species and their
ecosystem and our focus is not on the species, we only consider richness or variety
as S which presents the total number of elements.
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- Disparity. Another important dimension of diversity is disparity or dissimilarity
between categories or elements, although, it has been often neglected or relatively
less used than variety and balance in the measurement of diversity [300]. Disparity
focus is how different or dissimilar the categories of a system are. The disparity
is closely related to the approaches measuring similarity and distance. Euclidean
Distance is one of the commonly used distance metrics and measures the straight-line
distance between two points in a multi-dimensional space [250].

- Balance: Gini-coefficient. This measure was originally developed in the field
of economics to quantify income or wealth inequality within a population [94]. The
coefficient is calculated by comparing the cumulative distribution of income or wealth
to a hypothetical perfectly equal distribution. In other words, it is calculated and
graphically represented using the Lorenz curve graph [58] using the A/(A + B)
formula where A represents the area between the Lorenz curve7 and the line of
perfect equality (an ideal diagonal line symbolizing complete equality), and B is the
area under the line of perfect equality. The Gini coefficient is then expressed as a
decimal value between 0 and 1 where 0 represents perfect equality (every individual
has an equal share) and 1 indicates maximum inequality (one individual possesses
all the income or wealth)8. The Gini index is a perfect indicator of balance and
doesn’t depend on variety [261].

Overall, single-concept diversity measures are used when only one property or di-
mension of diversity is concerned. Next, we look at the dual-concept measures.

II. Dual-concept (Heterogeneity) Diversity Measures: These measures take
more than one dimension of diversity into account, e.g., a combination of variety
and balance, hence they are called heterogeneity measures. Although single-concept
diversity measures exist, their usage is rather bound to specific contexts where only
one dimension of diversity is the focus. However, as discussed earlier, the diversity
of a system is generally calculated by considering a mixture of the above dimensions.

Here, we observe the combination of variety and balance as the prevailing diversity
measurement approach, often referred to as dual-concept measures. While these
measures incorporate both properties into their diversity calculations, they may
yield distinct results depending on their inclination towards one of these properties.
The example in Table 3.2 illustrates these measures and their behavior in various
scenarios. The subsequent section explains the heterogeneity measures in detail.

- Berger-Parker Index. This index is one of the most easily calculated measures
of diversity through the proportional abundance of the most abundant category [21].
In other words, the Berger-Parker Index counts the number of individuals for each
species in the community and determines the species with the highest number of
individuals Nmax. Then, sums up the total number of individuals across all species
N and finally, divides the number of individuals in the most abundant species by the

7Lorenz curve exhibits the actual distribution of data (e.g., income) that is achieved after the
following steps: 1) Arranging data from lowest to highest, 2) calculating the cumulative percentage
of the population and the cumulative percentage of total income at each data point, 3) plotting the
cumulative share of the population on the x-axis and the cumulative share of income on the y-axis
to create the Lorenz curve.

8For example, the map of wealth distribution among countries in 2019 is available at:
https://en.wikipedia.org/wiki/List_of_countries_by_wealth_equality [Accessed 23.09.2020]
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total number of individuals in the community (cf. Table 3.1). The Berger-Parker
Index ranges from 0 to 1, where 0 indicates perfect evenness (no dominance), and
1 represents complete dominance by a single species. The higher the Berger-Parker
Index, the greater the dominance of the most abundant species in the community.

It is considered a dominance measure and gives importance to the most dominant
category. It behaves differently when dealing with data with a higher and smaller
number of categories [182].

- Shannon Entropy. This is one of the old measures that dates back to 1948 and
is also known as Shannon’s diversity index and Shannon–Wiener index. It is also
popular as entropy and has been the source of inspiration for many entropy-based
indices [257]. This measure originated from information theory by Claude Shannon
for the purpose of quantifying the degree of uncertainty of the information content
[287]. It is representing the uncertainty level about determining the category of an
element, thus it is also used to measure diversity. It rates a system as highly diverse if
the elements of the system categories are evenly distributed and an unknown element
has an equal chance of belonging to any of the categories, hence leading to high
prediction uncertainty. Conversely, a system will be considered less diverse when
certain categories dominate other categories of the system and lower uncertainty
levels of predicting the category of an unknown element [287].

The formula for Shannon entropy includes the sum of the probability of each possible
outcome (pi) multiplied by the log (base 2) of that probability:

−
∑
i

(pilogpi)

This logarithmic transformation allows for a more intuitive understanding of entropy,
as it emphasizes the relative uncertainty or surprise associated with each possible
outcome [287].

It is called a heterogeneity measure since it considers both the number of categories
present and their proportional representation. It allows us to compare different
datasets or subsets based on the distribution of categories and provides a standard-
ized measure to quantify diversity across various contexts.

This is one of the robust and most commonly used diversity measurements avail-
able. It provides reliable outcomes when dealing with two extreme scenarios: highly
evenly distributed and highly unevenly distributed systems. However, its accuracy
is compromised when values lie somewhere in between these extremes, resulting in
a skewed representation [233].

- Brillouin Index. The Brillouin diversity index often provides identical esti-
mates of diversity like the Shannon index, thus, both indices are very similar. The
difference between the two indices comes from the fact that the Brillouin index deals
with collections (or a non-random sample) and the Shannon index is used with ran-
dom samples [181]. The Brillouin index is measured using the category count (N)
and the number of elements in each category (ni) based on the natural logarithm
(ln) [31]:

(lnN !−
∑

lnni!)/N

As can be seen, Brillouin also is based on logarithms like Shannon Entropy but the
focus of each approach generates more accurate results in their defined scopes.



CHAPTER 3. DIVERSITY & WIKIDATA 59

- Simpsons’ Index. This index is also called Simpson’s Diversity Index. It is
also one of the earliest indexes of diversity (i.e., from the year 1949) which was
introduced by Simpson in the field of ecology as a means to measure the probability
of two random individuals from a community belonging to the same category, or
concentration of individuals classified into groups [291].

It measures both balance and variety, however, it has less sensitivity towards variety/
richness and gives more weight to the most abundant categories. Thus, it is useful
in fields like ecology, sociology, or economics to identify if certain categories are
more prevalent than others. This index is calculated by considering the number of
elements in a category (ni) and the category count (N) in the calculation of diversity
as: ∑

i

ni(ni − 1)/N(N − 1)

Hence, it’s called the count-based formula. The result shows higher diversity with
lower values, and conversely, lower diversity with higher values.

Other than the count-based formula explained above, there is also a probability-
based formula of Simpson’s Index that calculates the index by summing the squared
proportions (pi) of individuals in each category:

(
∑
i

(p2i ))

In other words, it shows the sum of the probabilities, for each i, that two randomly
selected items will both be categorized as belonging to category i, assuming an equal
probability of selecting any individual within the community [291].

Additionally, the Herfindahl-Hirschman Index (HHI), which is a diversity index used
in the field of economics to measure market concentration [256] is also calculated
using (

∑
i(p

2
i )). Hence, here higher values indicate higher concentration.

Thus, Simpson’s Index is not only one of ’the most meaningful and robust diversity
measures’ available [182], but is also the core of many other diversity measures in
different disciplines, as explained below.

- Gini-Simpson Index. This index is based on Simpson’s Index. It was proposed
to compute the probability of two random elements taken from a sample [95]. In
other words, it shows how probable it is that two random elements taken from a
sample belong to the same category. Since this index is a measure of balance and
balance is inverse of concentration, it is calculated by subtracting the concentration
index from 1:

1− (
∑
i

(p2i )

The resulting value ranges from 0 to 1, where a value of 0 indicates complete dom-
inance by a single element, while a value of 1 represents maximum diversity where
all elements have equal abundances.

This concept in the context of social sciences is called Blau Index and is used to
quantify the degree to which individuals are concentrated in certain occupations
based on their demographic characteristics, such as gender, race, or ethnicity [26].
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- McIntosh Diversity Index. This is one of the less-used diversity indices that
is also based on Simpson’s Index. If we consider a community of species as a point
in an S-dimensional hypervolume, the Euclidean distance between the community
and its origin is calculated using this diversity measure. The formula measuring the
McIntosh index applies square root on the category count (N) and the number of
elements in each category (ni) and is:

(N −
√∑

i

n2
i )/(N −

√
N)

Rao-Stirling’s Index. This index includes all of the three properties/dimensions
of diversity, i.e., variety, balance, and disparity, and is inspired by the ‘triple concept’
diversity measure of [141]. It originated in the field of economics as the sum of
pairwise disparities, adjusted based on the individual system elements’ contributions
(D) [300] and is illustrated as:

D =
∑

ij(i ̸=j)

dijpipj

This index was originally called the Rao Index and was, later on, updated and called
the Rao-Stirling Index after providing the option of assigning weights α and β con-
sidering the importance of disparity or balance. Rao-Stirling Index was introduced
as a result of a general framework for analyzing diversity in science, technology, and
society [301]. Hence, having pi and pj as the proportions of a category (e.g., class)
in an entity (e.g., domain) and dij as the disparity between categories i and j, the
formula calculating the Rao-Stirling Index is:∑

ij(i ̸=j)

(dij)
α(pipj)

β

When all of the properties of a system are equally important (α = β = 1), then Rao
Index and Rao-Stirling Indexes are equivalent. Rao-Stirling is preferred when some
properties are given more importance than others.

3.1.4.2 Implications for Diversity Measures in the Wikidata Context

Diversity is a general term that is interpreted according to the context of its usage
and can be measured using the three general properties which are variety, balance,
and disparity. In the Wikidata context, we are interested in the variety of topics,
languages, sources, and viewpoints that come from all corners of the world and are
represented in a balanced manner. In other words, the data in Wikidata deals with
classes, items, and statements and we can consider diversity in Wikidata as variety,
disparity, and balance of data in Wikidata.

Multiple diversity measures exist that have emerged from different fields to answer
context-related issues and focus on different dimensions of diversity. Diversity mea-
sures are categorized as single-concept and dual-concept based on the number of
dimensions or diversity properties they take into account when measuring the diver-
sity levels of a system.

Single-concept diversity measures can be used in the Wikidata context if only one
dimension of diversity is concerned. For example, when comparing the number
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Table 3.2: An example of Wikidata editor diversity to show the usage of diversity
measures. Here we have four Wikidata items with their respective number of editors
from different countries. Items A and B are similar except that Item B has a larger
sample, Item C has been edited by editors from more countries, and Item D has a
more balanced number of editors. (Note: Higher values show better diversity levels,
except for HHI where a higher value shows more concentration.)

Editors Origin Item A Item B Item C Item D
Brazil 0 0 3 0
France 20 40 20 12
Germany 24 48 24 13
India 3 6 3 14
Italy 7 14 7 15
Tunisia 0 0 1 0
Richness/ Variety: 4 4 6 4
Disparity: 186.510 186.510 482.494 186.510
Gini-coefficient: 0.35 0.35 0.49 0.05
Berger-Parker Index: 2.250 2.250 2.417 3.60
Shannon Entropy: 1.15 1.15 1.36 1.38
Brillouin Index: 1.05 1.09 1.23 1.27
Simpson’s Index: 0.658 0.651 0.702 0.762
HHI: 0.355 0.355 0.310 0.252
Gini-Simpson Index: 0.645 0.645 0.690 0.748
Rao-Stirling: 7.738 7.738 9.662 11.61

of classes or items across various Wikidata domains, or examining the diversity
of properties utilized in Wikidata items, focusing solely on variety might suffice.
Similarly, if the objective centers on analyzing the distribution of items within classes
or the distribution of properties/statements across Wikidata items—regardless of
the variety of items or properties (refer to Table 4.2)—a balance measure can prove
useful. On the other hand, heterogeneity or dual-concept measures cover more than
one dimension. The dual-concept diversity measures focusing on the dimensions of
variety and balance are widely used and recently a third dimension (i.e., disparity)
has also been added to the measurement of a diversity index.

As mentioned before, many of the dual-concept diversity measures have shared ori-
gins and were extended to tackle specific issues in the contexts they are used. Among
them, Simpson’s Index and Shannon Entropy are the original measures widely used.
Studies exist that have compared these measures and concluded that all of the di-
versity measures produce identical results. For instance, a study by Mcdonald and
Dimmick has compared twelve dual-concept diversity measures which take the di-
mensions of variety and balance. The authors have applied these diversity measures
to a dataset containing a time series of thirty years of prime-time network radio
programs classified by program type. The authors suggest that nearly all of these
measures are good indicators of diversity and provide very similar results, thus, us-
ing one measure does not make a huge difference over using any other measure [189].
Another more recent study is by Morris et al. that compared six diversity indexes
on a dataset in the field of biodiversity. They confirm that there is no single diver-
sity index that is superior to others, but each measure can provide more accurate
results when used in its defined criteria. The study also suggests using more than
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one measure for a better understanding and more considerable results [199]. Hence,
we provide a comparative example of diversity measures in Table 3.2 to be able to
apply these measures to an example in the Wikidata context and find the appropri-
ate measures. So, our aim for a detailed description of these measures is not limited
to providing a basic understanding and description of these diversity measures and
how they work, but also a means to explore and pick the more suitable ones in the
Wikidata context.

The mentioned definitions and formulas don’t seem sufficient for a comparative view
of these measures, thus, we apply these measures to four different datasets and use
their results in the comparison as well. We apply these measures to an example
of four Wikidata items (A, B, C, and D) that are edited by different numbers of
editors from different backgrounds (countries of origin) and in different amounts. In
this example, datasets for Item A and B exhibit similar levels of variety (in terms
of countries of origin) and balance (regarding the distribution of edits across these
countries of origin). The primary distinction between these two datasets lies in
their sizes, with Item B being twice the size of Item A and boasting the largest
number of editors among all. Moving to Item C, we note the inclusion of editors
from two additional countries, resulting in a higher variety compared to all other
datasets. Examining Item D, we observe a more equitable distribution of editors
across countries of origin in contrast to the other three datasets, where editors from
France and Germany dominate in number.

Our findings show that Item C has a higher variety of employee origins, and thus is
considered more diverse from the richness angle as richness measurement is reliant
on variety. Looking at disparity9, we see that Item C is more different from items
A, B and D. The findings indicate that disparity has shown more sensitivity towards
variety and changes in balance have not affected the disparity level as can be seen
in Items A, B and D. Additionally, we can see that Gini-coefficient has the highest
value in Item D but the lowest in Item C despite Item C having the highest variety
of editors, while, based on variety and disparity measures Item C is considered the
most diverse.

Our example could also reveal that only Brillouin and Simpson’s Indexes have shown
a slight change to the altered sample size, while, all other measures treated both
sample sizes as equal. This confirms that the Brillion Index was developed to deal
with collections, and thus is sensitive to the size of the data. Additionally, our
example gives an overview of these measures comparatively and shows that most of
these measures are more sensitive toward dominant categories rather than rare ones.
In other words, diversity levels will change only if a visible number of editors from
different origins are included. Thus, Item D which has a higher balance is considered
more diverse than Item C which has a higher variety.

We observe that the outcomes generated by these measures are identical. Accord-
ing to most of these metrics, Item D emerges as the most diverse entity, while in
terms of richness and disparity measures, Item C showcases higher diversity than the
other two. Conversely, all these metrics indicate that items A and B are the least
diverse. This comparison of diversity measures confirms the fact that these met-
rics yield similar outcomes, with the choice of one over the other not significantly
impacting the results. Thus, if we had employed the Brillion index, Berger-Parker

9Disparity is measured using Euclidean distance.
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index, Simpson’s index, or any other heterogeneity measures, we would still identify
Item D as the most diverse entry. Consequently, for general-purpose contexts such
as measuring diversity within Wikidata, any of the aforementioned measures can
be utilized. Among them, Simpson’s index and Shannon entropy are particularly
versatile diversity metrics [189]. Additionally, the relatively recent Rao-Stirling ap-
proach considers disparity when assessing diversity. These three metrics—Simpson’s
index, Shannon entropy, and Rao-Stirling—can be deemed comprehensive diversity
measures applicable across various disciplines.

Moreover, several of the aforementioned diversity measures are derived from Simp-
son’s Index, which is esteemed as a robust and widely accepted metric. In addi-
tion, Shannon Entropy serves as a versatile and widely recognized diversity measure
across various disciplines. It distinguishes itself from other measures by employing
logarithms in the diversity assessment. As recommended for a more comprehen-
sive understanding of results [199], we opt to include Shannon Entropy alongside
Simpson’s Index as a candidate for measuring diversity in Wikidata. This choice
allows us to approach diversity quantification from a distinct perspective. We prefer
Shannon Entropy over the Brillouin Index due to the random sample nature of our
data. Furthermore, Stirling introduced a novel index that encompasses all three
dimensions of diversity. We include this index in our list of selected diversity mea-
sures to capture the full spectrum of diversity attributes within Wikidata. However,
within the realm of single-concept diversity measures, the Gini-coefficient stands out
as a widely used measure for assessing balance in Wikipedia research on diversity
(refer to Table 3.3 on page 66). Given its applicability in a context highly similar
to Wikidata, we consider the Gini coefficient a valuable choice in Wikidata when
focusing solely on balance.

3.1.5 Summary of Diversity Concept
Diversity is a pervasive concept that holds significance across various domains and
situations. In the case of Wikidata, diversity is considered an important means of
achieving its overarching goal, yet there is a lack of research assessing the extent to
which Wikidata has achieved this goal in its first decade. Although designed with
diversity in mind, no formal definition or concept of diversity specific to Wikidata
has been established. Therefore, this section delves into the fundamental aspects of
the diversity concept, aiming to enhance our comprehension and establish the basis
for our proposed diversity concept within the Wikidata context.

While diversity is a widely recognized concept, a universally applicable definition
remains elusive. However, there are common properties of diversity, such as variety,
balance, and disparity, that can be employed to assess diversity levels in any system,
irrespective of its specific context. These properties offer a shared understanding of
diversity that cuts across different fields and contexts.

Diversity in a system is determined by the presence of various categories and ele-
ments. When a system includes a greater number of elements from a wide range
of categories in a balanced manner, its diversity levels are considered higher. Nu-
merous measurement approaches have been developed to quantify the diversity of a
system, originating from different fields of study. Some approaches focus on a sin-
gle dimension, i.e., variety, balance, or disparity, and are known as single-concept
measures. Others take into account multiple dimensions and are referred to as dual-
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concept or heterogeneity diversity measures. Most heterogeneity measures consider
the dimensions of variety and balance. Interestingly, a comparative analysis of these
measures confirms that they often yield similar results probably due to the fact that
many of these approaches share a common foundation and are variations of the same
fundamental formula, adapted to address specific scenarios.

Next, we delve into the concept of diversity within the context of Wikidata, aiming
to identify the specific aspects that need to be measured and the approaches to be
employed. Building upon the knowledge gained in this chapter, we will explore the
characteristics of diversity that are relevant to Wikidata, enabling us to determine
the key elements to measure in order to assess its diversity levels. By aligning
our understanding with the unique requirements and structure of Wikidata, we can
develop a comprehensive framework for measuring diversity within this KB.

3.2 Concept for Measuring Diversity in Wikidata
As mentioned before, diversity is a pervasive concept that holds significance across
various domains and situations. In the case of Wikidata, diversity is considered a
means to achieve its overarching goal. However, there is a lack of research assessing
the extent to which Wikidata has achieved this goal in its first decade. Although
designed with diversity in mind, no formal definition or concept of diversity specific
to Wikidata has been established. With a solid grasp of the diversity concept,
its key dimensions, and established measurement approaches, our focus now shifts
towards applying this knowledge to determine which aspects to measure in Wikidata,
serving as indicators of its diversity levels. Currently, the only reference to diversity
in Wikidata is in the design principle of plurality. However, the challenge lies in
establishing a method for quantifying plurality, which requires further investigation
into how plurality is defined within the concept of diversity specifically in the context
of Wikidata.

Hence, before applying any measures, it is crucial to have a clear understanding of
what needs to be measured in a KB. Given the existing research gap on the topic
of diversity in Wikidata, we recognize the need to develop a diversity measurement
concept specifically tailored for Wikidata. Therefore, in the upcoming section, we
start by defining diversity within the context of a KB and identifying the features
that can be measured using these measures. This will enable us to provide an
accurate assessment of the diversity landscape in Wikidata.

Therefore, we will now direct our attention to examining the concept of diversity
within the context of a KB, drawing insights from diversity in the Wikipedia context
and placing particular emphasis on Wikidata. We will explore approaches to gain a
comprehensive understanding of the current diversity status within Wikidata, aiming
to uncover valuable insights and findings.

3.2.1 Diversity in a Knowledge Base Context
In this setting, our focus narrows to diversity within the realm of knowledge bases
(KBs), primarily because Wikidata operates as a KB. In a KB, information is typ-
ically structured into discrete data units, such as articles in Wikipedia or items in
Wikidata. These units can be organized into topical domains, enabling the cap-
ture of diversity [97]. Therefore, in a KB context, diversity is generally assessed by
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examining the variety of topic domains it encompasses, as well as the balance or
concentration of data units within these categories.

Furthermore, KBs host user communities that often hail from diverse backgrounds,
utilizing the KB for purposes ranging from data editing to data consumption. This
presents an opportunity to evaluate the diversity of editors or the diverse ways in
which data is consumed.

In essence, in a KB like Wikidata, diversity extends beyond the data itself to en-
compass the individuals who contribute this data or knowledge—a concept referred
to as knowledge diversity. Fundamentally, data within a KB follows a cyclic tra-
jectory: editors contribute data, data finds a home within the KB, and consumers
utilize this data. Bearing this cycle in mind, diversity within a KB context can be
defined. Knowledge diversity encompasses both data diversity and user diversity, as
illustrated in Figure 3.3.

Despite diversity being a known topic for decades, it is not given much attention
in the context of KBs. Giunchiglia et al. introduce the concept of a diversity-
aware KB to overcome one of the barriers towards the use and success of semantics
which is lack of background knowledge [97]. The study proposes the creation of an
extensible diversity-aware KB aimed at capturing the diverse range of background
knowledge. This approach is based on the faceted methodology of library science,
which revolves around domain and facet concepts. Domains offer a comprehensive
perspective of the entire field of knowledge, while facets provide a detailed analysis
of each component within a domain [97]. Hence, the data in this diversity-aware KB
needs to be stored in domains that can be divided into multiple facets or classes,
with each facet/ class encompassing a distinct aspect of the domain [97]. The study
also compares the existing KBs, YAGO10, CYC11, OpenCyc12, SUMO13, MILO14,
DBpedia15, and Freebase16 with their proposed diversity-aware KB in terms of their
support for diversity. The authors find that none of the mentioned KBs have the
required support for diversity better than their proposed one. This study does not
include Wikidata because it was conducted before the launch of Wikidata.

Similar to other KBs, diversity as a research focus has not been given enough atten-
tion in Wikidata. However, there exist a number of studies on diversity in Wikipedia.
Wikipedia was launched years before Wikidata and is considered the sister project
of Wikidata. Due to the existence of similarities between both projects, we use the
research on Wikipedia as a starting point for understanding diversity in Wikidata.

10“Yet Another Great Ontology (YAGO)is a large KB with general knowledge about people,
cities, countries, movies, and organizations.” https://yago-knowledge.org

11Cyc is an artificial intelligence project that aims to compile an extensive ontology and KB of
common sense knowledge, aiming to empower AI applications with the ability to engage in human-
like reasoning. https://cyc.com

12A subset and open source version of Cyc [187].
13SUMO (Suggested Upper Merged Ontology) is a formal public ontology owned by IEEE. https:

//www.ontologyportal.org
14MILO (MId-Level Ontology) is the extension of SUMO. https://github.com/ontologyportal/

sumo/blob/master/Mid-level-ontology.kif
15“DBpedia is a crowd-sourced community effort to extract structured content from the informa-

tion created in various Wikimedia projects.” https://www.dbpedia.org/
16Freebase is a graph database that has been collaboratively constructed to organize and structure

human knowledge. [224]

https://yago-knowledge.org
https://cyc.com
https://www.ontologyportal.org
https://www.ontologyportal.org
https://github.com/ontologyportal/sumo/blob/master/Mid-level-ontology.kif
https://github.com/ontologyportal/sumo/blob/master/Mid-level-ontology.kif
https://www.dbpedia.org/
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Table 3.3: Wikipedia research papers on diversity with the aspect of diversity being
explored and the diversity measurements used.

Paper Diversity focus Measure Used
Arazy and
Nov [12]

Measure the impact of coordination and contrib-
utor inequality on content quality considering the
inequality at a local level (i.e., articles) and global
(i.e., overall Wikipedia).

Gini-coefficient

Tsikerdekis
[318]

Experience diversity and implicit coordination
with their effect on content quality improvement.

Gini-coefficient

Zhang et al.
[352]

Measure the impact of editors tenure diversity on
article quality

Gini-coefficient

Ren and Yan
[255]

Contribution diversity of editors in Wikipedia ar-
ticles and its’ effect on performance and article
quality.

Coefficient of
variation

Robert and
Romero [259]

Measure the effects of group size and group di-
versity on crowd performance.

Gini-coefficient

Kittur and
Kraut [154]

Measure inequality in group structure in
Wikipedia

Gini-coefficient

Sydow et al.
[307]

The effect of editor and team diversity on the
quality of virtual cooperative work in Wikipedia

Shannon entropy

Flöck and
Rodchenko
[76]

Calculate word concentration and inequality au-
thorship

Gini-coefficient

Halavais and
Lackaff [111]

Explore the topical coverage diversity of
Wikipedia

-

Flöck et al.
[77]

Discuss the effect of diversity on Wikipedia con-
tent quality

-

3.2.1.1 Diversity in Wikipedia

Wikipedia is an online encyclopedia where topics from numerous domains are con-
tributed by a community of contributors with diverse backgrounds. There are several
studies on Wikipedia from a diversity perspective that we explore in the following
sections and provide an overview of in Table 3.3. Diversity within Wikipedia pri-
marily revolves around the community and the impact of editors’ diversity on article
quality with the Gini coefficient being the most commonly employed diversity mea-
sure in this area.

Arazy and Nov in their study investigate the contribution and coordination inequal-
ity (i.e., the balance of user roles) in Wikipedia and confirm the effects of inequality
on article quality [12]. Tsikerdekis studies experience diversity and implicit coordi-
nation with their effect on content quality improvement in Wikipedia [318]. Zhang
et al. measure the impact of tenure diversity on article quality in Wikipedia [352].
Ren and Yan investigate crowd diversity (balance of user contribution) in Wikipedia
articles and diversity effect on performance and article quality [255].Robert and
Romero measure the effects of group size and group diversity on crowd performance
[259]. Kittur and Kraut explore how communication occurs in online platforms and
use diversity to measure inequality in group structure in Wikipedia [154]. Sydow
et al. look into the effect of editor and team diversity on the quality of virtual
cooperative work in Wikipedia [307].
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Few studies exist that use diversity from the data or the article perspective in
Wikipedia. Flöck and Rodchenko calculate word concentration and use Gini-coefficient
as an inequality measure of authorship [76]. Halavais and Lackaff explore the topical
diversity of Wikipedia in their study ”An Analysis of Topical Coverage of Wikipedia”.
The authors compare a sample of 500 English Wikipedia articles with the biblio-
graphic database of Bowker’s Books In Print and three field-specific encyclopedias
to find out the degree of Wikipedia’s content diversity [111]. Flöck et al. discuss
and analyze the effect of diversity on Wikipedia content quality through the survey
of existing research and identifies future directions for research and development
in this area. The authors also present a diversity-minded content management ap-
proach within Wikipedia which would give the community matrices and indicators
to identify bias and knowledge imbalance across Wikipedia articles. Their proposed
approach is implemented in the form of Render. Render is a tool, as part of the
Render project17, developed to measure diversity in Wikipedia. The tool is based
on diversity aspects of thematic coverage, timeliness, and neutrality in Wikipedia
[11]. Wikipedia Diversity Observatory is another project to overcome the diversity
gap of Wikipedia language editions [195]. This project displays the concepts that
are not present or shared across languages through dashboards with visualizations
and tools.

Our journey of the Wikipedia research on diversity shows that the focus of Wikipedia
diversity research evolves around the diversity of community and data which con-
firms the impact of community diversity on data in a collaboratively developed KB
like Wikipedia and Wikidata. The approaches used to measure Wikipedia commu-
nity diversity are the Gini coefficient and Shannon entropy, which are explained in
Section 3.1.4. Since Wikipedia’s research on diversity is more focused on the com-
munity and is concerned about the balance or inequality of edits on articles, the Gini
coefficient has been vastly used. However, we see no common definition of diversity
in these papers and they focus on balance, concentration/ inequality.

Next, we look at the existing research on Wikidata from a diversity perspective.

3.2.1.2 Diversity in Wikidata

Here, we present the existing Wikidata literature with any indication or traces of
research on diversity that could help us build upon it. We have earlier seen that
diversity in Wikipedia mostly means diversity of editors, however, diversity in Wiki-
data, which is more focused on data, is not much investigated. To the best of our
knowledge, no research has studied diversity as a main topic in Wikidata, never-
theless, there exist studies on gender bias in Wikidata that refer to diversity gaps
in the gender data in Wikidata. Shaik et al. examine the race and citizenship bias
in Wikidata with a focus on people with STEM (Science, Technology, Engineer-
ing, and Mathematics) backgrounds and computer scientists. The study finds an
over-representation of white Western individuals from Europe and North America
in comparison to all others in the globe [283]. Zhang and Terveen investigated the
gender content gap in Wikidata to find out if the lower representation of women in
Wikidata is due to the editors’ bias or a reflection of the real-world data. The authors
find that the most popular professions in Wikidata are male-dominant professions

17Render- Reflecting Knowledge Diversity available at: http://render-project.eu
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(e.g., American football). They also concluded that Wikidata’s representation of
women is very close to their real-world representation [350].

Further, there are papers where diversity is not the focus of the study, however,
they have used diversity measures to investigate a part of their research. Sarasua
et al. study the editing behavior of human editors in Wikidata to predict power
and standard users. The study measures the diversity of edit types using Shannon
entropy [270]. Cuong and Müller-Birn, in their research on the applicability of se-
quence analysis methods on human user participation patterns in Wikidata, measure
diversity of states or user roles using entropy [42]. As part of their study, Piscopo
et al. in the investigation of Wikidata provenance analysis show that bots add less
diverse references to Wikidata than humans [238].

We can observe that the existing literature does not prioritize the topic of diversity.
One reason for the research gap in the area of diversity could be the assumption
by researchers that the findings from diversity research in Wikipedia can be di-
rectly applied to Wikidata due to the close relationship between the two projects.
For instance, research has revealed that Wikidata mirrors Wikipedia in displaying
Western, male-oriented biases, with nearly four times as many statements about
Western artists compared to non-Western artists, and an even more pronounced
ratio of nine times as many statements about Western masterpieces as non-Western
ones [3]. Nevertheless, despite the similarities between the two projects, the sig-
nificant volume of edits made by bots differentiates the Wikidata community from
Wikipedia. Consequently, further research is required to gain insights into how the
introduction of bots influences the diversity and quality of edits.

In addition, despite gender diversity being an important issue, there exist many
other issues in the context of a KB that also need to be addressed like the diversity
of language, topic, or diversity of opinions that need to be addressed. Another
reason for the diversity gap in Wikidata research, or in general in the KB context,
could be that we don’t see a proper definition or understanding of diversity from
a research perspective. As mentioned before, diversity in a KB is a broad concept
and could be looked at from either, user or data perspectives. Hence, we see a
need first to provide a general concept of diversity in the Wikidata context and then
search for any existing literature based on our defined diversity angles. In Wikipedia
diversity is mostly looked up from a social science perspective, i.e., it focuses on the
community of editors.

Additionally, we observe a close relationship between diversity and data quality
topics in Wikipedia research. While diversity is not explicitly defined in the data
quality frameworks [349], many studies on diversity in Wikipedia have suggested the
influence of editor diversity on article quality (cf. Table 3.3). This underscores the
significance of diversity within data in a KB context. In Wikidata, diversity is one
of the design decisions, hence, diversity should have a higher impact on Wikidata’s
data and quality.

As mentioned above, Wikidata receives the majority of its edits from automated as-
sistants, i.e. bots, and this distinguishes the Wikidata community from Wikipedia.
Another issue that may affect diversity differently between the two communities
is the structured nature of the data in Wikidata versus the text-based data of
Wikipedia, especially since Wikidata implements diversity in the form of plural-
ity. This raises the question of whether diversity in Wikidata should also be more
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focused on the community of editors, or whether it should have other aspects beyond
that, which we want to address next.

3.2.2 The Diversity Conception in Wikidata

Despite being one of the essential aspects of Wikidata, there is currently no diversity
model in place that provides an overview of the existing state and identifies gaps.
Furthermore, the definition of diversity within the context of Wikidata still needs to
be established, utilizing the knowledge diversity concept within a KB framework as
mentioned earlier, which revolves around the dual perspectives of users and data. So
far, our understanding of diversity in Wikidata has been based on the plurality design
decision, which allows contradictory statements to coexist [326]. In this section, we
delve into the concept of plurality and its potential relationship with the knowledge
diversity concept in Wikidata. We aim to answer the question of whether plurality
is indeed a true synonym for diversity in Wikidata. Following this discussion, we
will explore diversity within the Wikidata context and proceed to assess the current
state of diversity in Wikidata.

3.2.2.1 Is Plurality a Synonym for Diversity in Wikidata?

Wikidata supports diversity by nature by implementing it in the form of plurality.
Plurality is used to reflect world data where not all data is globally agreed and there
exist uncertain and disputed data [326]. This shows that Wikidata already has a
mechanism to store and reflect this diversity from the data perspective. However, it
becomes apparent that plurality is centered solely on data, whereas our definition
of knowledge diversity in a KB context encompasses both user and data diversity.
This distinction suggests that plurality does not serve as a genuine alternative to
the diversity concept in Wikidata. Thus, further exploration of plurality is neces-
sary to gain a comprehensive understanding of its implications within the diversity
framework of Wikidata. Earlier we mentioned that plurality is a design principle
that enables Wikidata to store multiple statements together, even if they are contra-
dictory [326]. Nevertheless, we see a research gap in this area; there is no overview
of the number of diverse statements in Wikidata, the items to which they belong,
and, whether, they all show contradiction.

An example of a contradictory statement could be having more than one statement
as the date of death. For instance, Dmytro Bortniansky18 has two dates of death
according to different sources, as can be seen in Figure 3.2a. Similarly, we observe
two statements as the musical instruments he used, piano and harpsichord. How-
ever, these statements do not indicate a contradiction, but rather the variety of
musical instruments this Russian composer could play (cf. Figure 3.2b). Further,
the statements showing variety can be explained with an example of the item Q43
which belongs to the country Turkey19. In the continent’s property, Turkey has two
values of Asia and Europe which are not contradictory but show the fact that the
country is a transcontinental country and is located in West Asia and East Europe.
While most countries have only one value for their continent property, having more
than one value here gives a more complete picture of this country’s location which is

18Dmytro Bortniansky: https://www.wikidata.org/wiki/Q316505 [Accessed: 14.04.2021]
19Turkey: https://www.wikidata.org/wiki/Q43

https://www.wikidata.org/wiki/Q316505
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not contradictory. These examples show that multiple values for the same property
are not necessarily always contradictory, but could also show variety.

(a) Dmitry Bortniansky’s Date of Death.

(b) Music instruments Dmitry Bortniansky played.

Figure 3.2: The example which could show contradiction or variety of statements
using the Dmitry Bortniansky (Q316505) item in Wikidata.

Keeping in mind that diversity is not only difference but also variety and balance,
we could refer to plurality as part of diversity which is capable of showing dispar-
ity (i.e., contradictions) and variety at the item level. In addition, the plurality
also provides the possibility of storing labels in different languages, various descrip-
tions, and aliases; plurality here mainly shows variety. Plurality also allows multiple
sources, however, sources are stored in references which are part of Wikidata state-
ments. Thus, we could consider plurality in Wikidata as the coexistence of multiple
statements, whether showing contradiction or variety. Further, earlier we saw that
diversity is the property of any system that consists of categories (cf. 3.1.1), and we
also know that Wikidata is a KB made of data in the form of categories of classes
and items along the side of a contributor community. For this reason, we need to de-
fine diversity in the Wikidata context beyond the limits of the item and statements
level (i.e., plurality) and consider further aspects of knowledge diversity which are
domain/ class and user aspects. Hence, next present our proposed diversity concept
for Wikidata with a broader view that can capture the topical coverage of Wikidata,
a better understanding of the globally agreed or disputed data, and a glance at the
contributors of this cumulative knowledge.

3.2.3 The Proposed Diversity Concept for Wikidata
We develop a concept for the measurement of diversity in Wikidata so that we
can get an overview of the existing diversity status and spot the gaps. Only then
it is possible to take steps towards bridging the gaps and take Wikidata towards
becoming a world knowledge.

As mentioned earlier, Wikidata is edited collaboratively by a volunteer community.
This means that the diversity of knowledge in Wikidata is directly dependent on
the editors’ knowledge and background diversity. The more editors from diverse
backgrounds, the more diverse topics, statements, and sources are expected. In

https://www.wikidata.org/wiki/Q316505
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other words, knowledge diversity in the Wikidata context does not relate to data
only, rather, this knowledge flows in a cycle; editors contribute data, data is stored
in Wikidata, and consumers use this data (cf. Figure 3.3). Gaining an overview of
diversity in Wikidata depends on several factors: a) exploring the diversity of those
who contribute to this data (i.e., editors), b) assessing the variety of topic domains
and the balance of data within those domains, and c) understanding how this data
is used by various individuals (i.e., consumers) for different purposes. Following the
knowledge diversity concept we define the Wikidata diversity measurement concept
from the two main angles of user and data. User diversity contains editor and
consumer diversity categories, while, data diversity consists of the data diversity in
domain and item levels, see Figure 3.3.

Figure 3.3: The proposed diversity concept for Wikidata.

Below, we provide a detailed explanation of our proposed concept and its compo-
nents. Table 3.4 provides a summary of the proposed concept for the measurement
of diversity in Wikidata. This concept serves as a guideline in exploring how close
Wikidata is to the goal of serving the diverse population in the world.

3.2.3.1 Data Diversity

Data in Wikidata is already available in categories in the form of classes. Items
are associated with their respective classes and each item has its own collection of
statements. For example, the class Human(Q5)20 in Wikidata has many instances/
items, one of which is Douglas Adams represented as Q4221. This item in turn has
many multilingual labels and numerous statements in the form of property-value
pairs which follow the data model defined for Wikidata items (cf. Section 2.1.3).
Hence, Wikidata items are not single entities like Wikipedia articles, they consist
of further parts, i.e., term (label, description, alias), statement (claim (property-
value, qualifier, rank), reference), and sitelink. Although diversity is the property
of a system as a whole, in Wikidata we could look at data diversity from different

20https://www.wikidata.org/wiki/Q5
21https://www.wikidata.org/wiki/Q42
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Table 3.4: An overview of Wikidata Diversity Measurement Concept. Each section of
user or data diversity angles can be measured using the metrics provided considering
the diversity dimensions and the measurement approaches. (Note: In this table V
= Variety, B = Balance, D = Disparity, Measure = M, Single-Concept = SC, and
Dual-concept = DC. The metrics and diversity dimensions are not limited to the
values provided here.)

Section Metric Dimension(s) M

D
at
a
D
iv
er
sit

y

Domain/
Class

#Classes per Domain V of topics SC
#Items per Class B of topics SC

Item/
Statement

#Language Term V, B & D of languages DC
#Properties per Item B of items SC
#References per Item V, B & D of sources DC
#References per Statement V, B & D of sources DC
#Claims per Statement V & D of data DC

U
se
r
D
iv
er
sit

y Editor

Background V, B & D of background DC
User groups/ roles V & B of groups / roles DC
Edit type usage V & B of edit types DC
Domain contribution V, B & D of domains DC

Consumer

Background V, B & D of background DC
User groups/ roles V & B of groups / roles DC
Consumption purpose V & B of purpose DC
Queries usage V & B of queries DC
Domain usage V & B of domain DC

angles. The advantage of this approach would be a clearer understanding of the
concept of diversity, easier measurement, identification of gaps, and more efficient
efforts to fill these gaps.

We follow the approach proposed for diversity-aware knowledge bases (KBs) [97],
which is built on the concepts of domains and facets. Domains offer a comprehensive
perspective on the entire field of knowledge, while facets provide a detailed analysis
of each component within a domain.

At the domain level, diversity can be assessed by considering the topical coverage
of each category or domain. This approach provides an overview of the variety of
topical domains a KB encompasses by counting the number of domains it covers. By
counting the number of classes within each domain and similarly the number of items
in those classes, we gain insight into the diversity within these topical domains. This
analysis allows us to determine whether these domains and their classes maintain
balanced levels of data or if certain domains and classes receive more attention while
others are overlooked.

In the same manner, we could look at the item level to measure the variety of lan-
guage labels, the balance of property usage among items of the same class, and
the variety of references used as source data in Wikidata. While measuring the
diversity of labels and properties in items is straightforward by just counting the
number of language labels and the number of properties per item of the same class,
measuring the diversity of statements needs a defined mechanism of measurement.
This is because Wikidata supports plurality and having multiple statements could
show either variety or disparity. To achieve one of the benefits of diversity which



CHAPTER 3. DIVERSITY & WIKIDATA 73

is to bold disputed data over globally agreed data, we need to define a mechanism
to differentiate between variety and disparity of statements. One possibility could
be the identification of properties where multiple statements show variety and the
properties that could show contradiction. For instance, the property child (P40)22

shows variety if contains more than one value as in Barack Obama (Q76)23. Sim-
ilarly, the property population (P1082)24 could show multiple numbers in different
time intervals which are not contradictory, as in item(Q64), i.e., Berlin25. On the
other hand, multiple values for properties like date of birth(P569)26 or place of birth
(P19)27 would show contradictions, because it is possible to have only one date of
birth or place of birth.

At the item level, we could also look at how diverse data types are in the items of
the classes. For example, we could verify how many of the items contain not only
text but also other varieties of data types like image, audio, link, or geo-coordinates
data. These different forms of data are stored in properties or claim levels. At the
moment, the presence of images and audio is not common in all items. One reason
could be the issue of the free licensing condition in Wikidata based on which the
data in Wikidata is free to be used by anyone for any purpose. Since not all images
and audio are available under this license, these data types are not present in every
item. Further, not all items need data types like geo-coordinates. For example,
items in the classes related to Protein, Fish, or Planet are not very related to this
property, so they lack this data type. For this reason, the absence of this data type
in the items of certain classes does not show low diversity, so further research is
needed to define a proper approach regarding this issue.

In summary, to measure knowledge diversity from the data perspective, in other
words, data diversity, we could perform this measurement on two levels. First,
we could use the combination of variety (i.e., to show how many different domains,
classes and items exist), balance (i.e., to show if all domains contain the same number
of classes and items, or some domains are dominant and some are overlooked) and
disparity (i.e., to show if the domains really cover different topics reflecting the world
knowledge or they cover rather similar topics) to measure the diversity of classes and
their items. Second, we could measure item-level diversity (i.e., variety, balance, and
disparity) of language labels, sources, and statements in items which can also refer
to plurality.

3.2.3.2 User Diversity

We have previously emphasized the significance of data as a dimension of diversity
within the Wikidata model. However, it’s important to acknowledge that this data
is contributed by users in a collaborative manner. Given that editors are unlikely
to adhere to a specific structured approach in their contributions and instead vol-
untarily contribute data driven by personal interests, we can anticipate that they
will concentrate on their preferred topics, languages, viewpoints, and values. Conse-

22https://www.wikidata.org/wiki/Property:P40
23https://www.wikidata.org/wiki/Q76
24https://www.wikidata.org/wiki/Property:P1082
25https://www.wikidata.org/wiki/Q64
26https://www.wikidata.org/wiki/Property:P569
27https://www.wikidata.org/wiki/Property:P19
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quently, a higher degree of user diversity will lead to a broader range of contributed
topics and opinions, enhancing the overall diversity of the content.

Users in Wikidata could refer to both, editors and data consumers. According to the
research, the contributions to Wikidata come from humans and bots. Similarly, this
data is used by different consumers for different purposes, like Wikipedia the online
encyclopedia, Amazon’s voice assistant Alexa, and Euro-wings in-flight app, as some
examples. We differentiate between users who edit Wikidata and those who utilize
or query these data simply because they access Wikidata for different purposes.
Additionally, editor diversity could impact consumer diversity and vice versa. For
example, data contributions in diverse languages could allow more diverse consumers
to use the data. Likewise, demand for a certain topic or language by consumers could
encourage editors to contribute accordingly. As a result, user diversity could cause
more diverse data. Thus, measuring user diversity from the two mentioned angles
could help in the more precise identification of diversity gaps and deal with gaps in
a lower level of complexity.

Looking at diversity from a user’s perspective could have further two levels. The
first one would be to shed light on how diverse Wikidata contributors are. User
background information like age, country of origin, language, and many other per-
sonal attributes could be indicators of user diversity. The second one would be the
activities these users perform in Wikidata. Measuring the diversity of user back-
grounds along with their contribution/ consumption could show us how diverse the
Wikidata community is. Nevertheless, in Wikidata, getting user background infor-
mation is not straightforward and would need defined approaches for collecting this
information28. In a Wikidata community survey by Wikimedia Foundation [53] for
example, the participants were asked to fill out a questionnaire regarding their basic
background information. In a study of analyzing editor’s languages in Wikidata user
languages were extracted from user pages with Babelbox29 which store user spoken
languages [143]. However, not all Wikimedia users enable Babelbox as in this study
only 4,120 users had it enabled among the 19,333 active users of the 2,930,072 total
registered users. In a Wikipedia research, article geo-coordinates were used to show
the coverage of topics or articles on the world map [11]. Hence, user background
information might need different approaches to be captured.

Having more users from a variety of backgrounds could be an indicator of more
diverse contributions, however, only being diverse doesn’t ensure these diverse users
will all have a balanced participation in Wikidata. In addition, automation capa-
bilities have introduced new editing patterns and have changed the contribution
balance. Thus, for getting an insight into how diverse Wikidata is, we need to
also look from the angle of how diverse data contribution/ consumption they make.
This angle could look at the diversity of languages, edit types/ queries, and topical
domains Wikidata users edit or access. In the following, we describe editor and
consumer diversity in Wikidata.

28In MediaWiki every editor can enable a user page which can show personal information like
languages spoken, user privileges, and roles, however, it is not mandatory.https://www.wikidata.
org/wiki/Wikidata:Userboxes [Accessed: 29.04.22]

29A template for showing user languages. https://en.wikipedia.org/wiki/Wikipedia:
Babel[Accessed: 29.04.22]

https://www.wikidata.org/wiki/Wikidata:Userboxes
https://www.wikidata.org/wiki/Wikidata:Userboxes
https://en.wikipedia.org/wiki/Wikipedia:Babel
https://en.wikipedia.org/wiki/Wikipedia:Babel
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- Editor Diversity. Research has shown that Wikidata edits come from three
levels of automation, a) manual edits through humans, b) semi-automated edits
through tools, and c) automated edits through bots. Anonymous is another group
of users who edit Wikidata unregistered and are identified by IP address only, hence,
no further information on their level of automation is available. Since automation
can visibly alter the editing speed and volume, Wikidata users are grouped based
on the level of their automation into groups of bots, tools, humans, and anonymous.

In Wikipedia, where most of the edits come from humans, the diversity of editors
is claimed to have an effect on the quality of the articles (cf. 3.2.1.1). In Wikidata,
where most of the edits come from bots, the results of Wikipedia might not be fully
applicable. Further investigation is needed to better understand editors’ diversity in
Wikidata, in particular diversity of bot edits and their impact on Wikidata quality.

In Wikidata editor diversity could be measured using: user background (e.g., coun-
try, language, age, religion), participation patterns (i.e., user experience, roles, ...),
contributions in topic domains (are they active in many domains or only focused on
some), the volume of edits (balance of edits among domains) and the types of edits
they perform, like adding, removing or updating and in which data level, like item,
term or statement.

Understanding the diversity of editors contributes to a more comprehensive assess-
ment of the diversity within the Wikidata data. That is, greater diversity among
editors may indicate greater coverage of diverse topics and opinions, and vice versa.

- Consumer Diversity. Wikidata data is accessed primarily through the pro-
vided SPARQL30 end point of Wikidata Query Service (WDQS)31. The data are
also available through the MediaWiki API32 and in the form of dumps, like XML
(eXtensible Markup Language), RDF (Resource Description Framework) and JSON
(JavaScript Object Notation) file formats33.

Wikidata has the potential to be used in a variety of areas. Existing research shows
the usage of Wikidata in linguistics, medical, and biological fields, while, the further
usages of Wikidata remain to be studied. Studies exist on the usage of Wikidata for
knowledge dissemination and integration of genes, drugs, and diseases [196], human
and mouse genes and proteins from different sources [32]. Similarly, Wikidata is
used as a multi-lingual multi-dialectal dictionary for Arabic dialects [319].

There are also a number of tools developed on top of Wikidata and consume Wiki-
data for different purposes. Some examples of these tools are: WDAqua-core which
is a question-answering component [55], Ontodia is an online OWL and RDF dia-
gramming tool [340] and Scholia is used for handling scientific bibliographic infor-
mation [216]. Furthermore, Wikidata is used to obtain details of street names using
OpenStreetMap [8].

30A Resource Description Framework (RDF) query language. https://www.w3.org/TR/sparql11-
overview/ [Accessed: 14.04.2020]

31WDQS is a software package to query Wikidata dataset
https://www.mediawiki.org/wiki/Wikidata_Query_Service/User_Manual [Accessed: 14.04.2020]

32https://www.wikidata.org/w/api.php[Accessed: 01.11.2020]
33Wikidata database dumps: https://www.wikidata.org/wiki/Wikidata:Database_

download[Accessed: 01.11.2020]

https://www.wikidata.org/w/api.php
https://www.wikidata.org/wiki/Wikidata:Database_download
https://www.wikidata.org/wiki/Wikidata:Database_download
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Consumer diversity could be measured using consumer backgrounds (to find out how
different countries and languages use the data from Wikidata and where are white
spots), consumption of topic domains (to know how different domains are of more
interest and which are not and why), consumption purposes, data access approaches
(e.g., WDQS or dumps) or automation level of data access.

In essence, consumer diversity offers information on the demographics of those who
access Wikidata from “anyone, anywhere in the world” revealing potential usage
gaps. This could lay the foundation for identifying factors that contribute to limited
access in specific regions or languages and facilitate efforts to address these issues.
In addition, despite diversity being the property of an overall system, in Wikidata
diversity could be measured from two main angles, i.e., data, and user. Measuring
the diversity of the overall Wikidata is a complex task, and defining different angles
for looking at diversity in Wikidata makes it more feasible to measure and easier
to understand. In addition, it aids in exploring the impact of diversity increase/
decrease of one part on other parts. For example, an increase in multilingual labels
could lead to an increase in reference diversity. This is because users who can find
and read the information in their language can add the existing data sources of
their language to Wikidata. Thus, we could encourage contributors to add more
diverse sources through the improvement of label diversity in certain languages. Or,
demand for data in certain classes or domains could increase the number of edits in
those classes or domains, and vice versa. With this in mind, new approaches and
various mechanisms could be developed to improve diversity in a way that can affect
more than one angle of diversity.

3.3 Summary

Diversity is an important factor in achieving the overarching goal of Wikidata, as
Wikidata can “serve anyone anywhere in the world” if it is diverse enough to address
the needs of diverse people around the world. Additionally, all of the design decisions
of Wikidata also refer to the concept of diversity, and therefore, make diversity a
central point of focus in Wikidata. Despite its importance in Wikidata, there exists
no research that has studied diversity in the Wikidata context. Plurality is one of
the design decisions in Wikidata that explicitly represents diversity by allowing the
coexistence of multiple statements. The fact that plurality is a real alternative to
diversity in the Wikidata context is yet to be explored, so we begin by understanding
the term diversity and how it is applied and interpreted in other contexts.

Diversity is a widely used concept in numerous fields and is measured using the
three general properties or dimensions of diversity, which are variety, balance, and
disparity. Based on our understanding of the basics of diversity in the existing fields,
we propose our concept of diversity for Wikidata with a focus on the measurement
of Wikidata diversity. Our proposed approach looks at diversity from two different
angles of data and user because Wikidata is a KB where data is contributed and
used by users. So, to measure diversity it is not important to only measure the data,
but a glance at who contributes data and who uses it can also provide details on
how diverse the community is and how diverse data we can expect. In Wikipedia
research, the focus of diversity is on editors’ diversity and how it might impact the
quality of data.
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To measure diversity in Wikidata we proposed further angles for each of the two
main aspects of user diversity and data diversity. User diversity can be measured
from both the editor’s and the consumer’s perspectives. Similarly, data diversity
can be looked up from a broader angle of domain/ class or a detailed angle of items,
terms, and statements.

In the next chapter, we utilized our proposed approach to measure the current
diversity status of Wikidata.
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Chapter 4

WIKIDATA DIVERSITY
STATUS

In this section, we employ our proposed concept for measuring diversity in Wikidata
to obtain an overview of the current diversity status within the knowledge base.
The results of our mapping study revealed a limited coverage of diversity research in
relation to Wikidata. While diversity is a broad term encompassing multiple factors
as defined in our proposed concept, our initial search specifically targeting the term
‘diversity’ may have resulted in overlooking certain indicators that are now included
in our proposed diversity concept. To address this, we conducted a thorough review
of the existing Wikidata literature, this time considering the diversity angles defined
within our proposed concept for Wikidata (refer to Figure 3.3).

This section begins by providing an overview of the existing knowledge on diver-
sity in the context of Wikidata, while also highlighting any gaps or areas where
research on diversity is lacking. As data forms the core of Wikidata, we examine the
available evidence pertaining to data diversity within the literature. However, given
the limited explicit references to data diversity, we proceeded to collect the neces-
sary information directly from Wikidata in order to perform a diversity measure at
the domain/class level, using our proposed concept as a framework. We ultimately
present a glimpse into the diversity landscape of Wikidata based on our proposed
concept. By applying our concept and utilizing the collected information, we are
able to provide a preliminary assessment of the diversity status within Wikidata.
This serves as an initial step towards understanding and evaluating the extent to
which Wikidata has achieved its diversity goal to become a world KB.

4.1 Overview of Diversity in the Existing Wikidata Lit-
erature

Before starting to measure diversity in Wikidata, we want to provide an overview
of what is already known about diversity in Wikidata research. Hence, we used
our proposed concept for diversity in Wikidata to re-explore the existing Wikidata
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literature. Since our previous search of the word diversity resulted in very little
information (cf. Section 3.2.1.2), this time we looked for every element mentioned
in our diversity measurement concept (cf. Figure 3.3) to capture the available in-
formation about the indicators of diversity and build the existing diversity status
of Wikidata. Our results once again showed that research on diversity is not yet
an established topic in Wikidata. Nevertheless, we could get an overview of the
diversity status based on the parts mentioned in our diversity measurement concept
for Wikidata which we explain below.

Commencing with user diversity, we examine both editor and consumer diversity
to explore existing factors that can aid our comprehension of the current state of
diversity within Wikidata.

4.1.1 User Diversity
The diversity of users is a topic of interest in any collaboratively developed KB like
Wikidata. Volunteers contribute knowledge or data based on their own knowledge
level which is deeply tied to their backgrounds. So, studying user diversity is another
way of obtaining insight into data diversity to find out the reason for the existing
data diversity status of Wikidata.

Users can either edit Wikidata or utilize the data for some purpose. In Wikidata,
users are of importance because the data comes from user contributions, and in the
same way they make use of this data which is the reason Wikidata was developed to
serve as a structured data source. Wikimedia Foundation in a survey of the Wikidata
community has found that most of the users in the survey which represent the
Wikidata community, are young males who joined Wikidata early (i.e., 2012/2013)
and live in the global north [53]. Another study by Shaik et al. compared Wikidata
queries to real-world datasets to examine the race and country of citizenship bias in
general with a focus on STEM and computer scientists in Wikidata. The authors
find an over-representation of white Western individuals from Europe and North
America, while, the rest of the world is underrepresented [283].

Following we explain diversity from the editor and consumer perspectives based on
the existing research.

4.1.1.1 Editor Diversity

Users who edit are of importance in the concept of diversity in Wikidata because
it is the editors who contribute their knowledge to this KB and make it accessible
to all. In collaborative KBs like Wikidata where the content is dependent on the
community, editors are the determiners of what would get into the KB. The more
diverse backgrounds they have, the more diverse topics, language coverage, and ideas
to expect. In the existing literature on Wikidata, a number of studies have studied
multilingualism in Wikidata.

The study by Kaffee et al. has analyzed multilingual label editing in Wikidata with
a focus on three user groups, i.e., registered editors, bots, and anonymous editors.
The authors found that registered editors (i.e., humans) tend to edit labels in more
languages than bots. On the other hand, bots add a high number of labels, but,
only in specific languages [145]. Thus, bots’ edits are less diverse than humans from
the multilingualism angle.
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Further, Piscopo et al. in their study of Wikidata external references with a focus
on sources in English, show that despite similar numbers of references added by
humans and bots, humans added more diverse web domains than bots. They also
show that a high percentage of references added by bots are not authoritative1 and
not relevant. Although there are similarly invalid references added by humans, they
are much fewer than the ones added by bots [238]. Thus, bots could have an impact
on the diversity of sources in Wikidata due to the high volume of data they import
from a small number of sources. Farda-Sarbas et al. have shown that bots tend to
import most of the data from Wikipedia, especially the Western languages like the
English language version. This tendency of bot edits and their imports fromWestern
languages can be blamed for the change in the language balance in Wikidata that
made Western languages the dominating ones over other languages.

In general, there exists an editing imbalance among the defined user groups of Wiki-
data, where, bots perform the lion’s share of edits among all.

4.1.1.2 Consumer Diversity

Wikidata data is mainly accessed through the provided SPARQL2 end point of
Wikidata Query Service (WDQS)3. In their study of the Wikidata SPARQL query
logs from 2017, Bielefeldt et al. have classified the Wikidata queries as organic (i.e.,
by humans) and robotic (i.e., program), where organic queries make only 0.31% of
the whole queries. This shows the dominance of robotic queries in Wikidata. In
other words, bots are not only performing the majority of edits in Wikidata but
are also the most prominent consumers. Organic queries retrieve data to fulfill an
immediate information requirement of a human user, whereas robotic queries retrieve
data autonomously for subsequent automated processing [25]. Hence, organic queries
are more diverse, and robotic queries are more uniform. They also found that fewer
users from Asia access Wikidata through SPARQL-based services and again Western
languages, i.e., English and other European languages are on the top of the data
querying list. This shows that Wikidata is not only developed and mainly edited by
Westerners, but also used and consumed by them as well. Additionally, the research
in Wikidata is mostly focused on data editing, and the data consumption aspect is
rather less explored [296]. The Wikidata properties and data hierarchies are some
examples of the challenges that limit data extraction and access to the data in
Wikidata by consumers. Therefore, further work is needed to make Wikidata more
diverse for serving globally to individuals across the world.

In summary, the existing research shows that Wikidata is mainly edited and con-
sumed through automation. Since this automation is performed and controlled by
computer experts, we could speculate that Wikidata knowledge is largely contributed
by white and Western computer scientists, mostly living in the global north.

1’Authoritative sources refer to sources of information that are deemed trustwor-
thy, up-to-date, and free of bias for supporting a particular statement on Wikidata.’
https://www.wikidata.org/wiki/Wikidata:Verifiability [Accessed 10.05.2020]

2A Resource Description Framework (RDF) query language. https://www.w3.org/TR/sparql11-
overview/ [Accessed: 14.04.2020]

3WDQS is a software package to query Wikidata dataset
https://www.mediawiki.org/wiki/Wikidata_Query_Service/User_Manual [Accessed: 14.04.2020]



82 4.1. OVERVIEW OF DIVERSITY IN THE EXISTING WIKIDATA LITERATURE

4.1.2 Language Diversity
Wikidata contains data in more than 300 languages all in one place. The presence
of Wikidata terms (i.e., label, description, and alias which make Wikidata items
human-readable) in a high variety of languages shows diversity when considering
single-concept diversity, i.e., variety of languages. However, here it is important
to proceed with dual-concept diversity, i.e., to find out if all of the languages are
equally present or not. The term diversity in Wikidata is an alternative to the
multilinguality of terms.

As mentioned earlier, Kaffee et al. in their study of multilingualism in Wikidata
demonstrate the uneven distribution of labels and descriptions across languages in
Wikidata. They find that most of the terms exist in a small number of languages
which are mainly Western languages. On the other hand, the majority of languages
in Wikidata have close to no coverage [142]. This shows that despite having a
high variety of languages in Wikidata, their representation through terms is heavily
imbalanced and, hence, Wikidata language diversity is low. The existence of a
higher number of bot requests for Western languages [67] could be the reason for
this language imbalance in Wikidata.

4.1.3 Diversity Gaps in Wikidata Research
Despite the fact that Wikidata was designed with the ability to serve data that could
represent the diversity of the world, diversity remains a research gap in Wikidata
literature. While diversity is measured for a system as a whole, we defined aspects
in our proposed concept for diversity measurement that allow us to look at diversity
from different angles. Using these aspects we re-explored the Wikidata literature and
could see that there exists some basic information about user diversity in Wikidata
from both angles of editor and consumer. From the data angle, we could only find
some papers on the multilingualism of labels in Wikidata, however, data diversity
as a whole remains a white point and we have very little knowledge of the existing
diversity of topical domains, sources, and statements in Wikidata.

4.1.3.1 Data Diversity in Wikidata

Data is the core of Wikidata and based on our proposed concept can be measured
from angles that are domain/class, and item.

Items are the core representation of data in Wikidata. As mentioned earlier, they
consist of further parts which are term (label, description, and alias), statement
(claim and reference), and sitelink (cf. Section 2.1.3). Diversity in item level looks
deeper into these parts of the item.

Term. Considering the description and alias parts of the term, there exists no
study that could provide diversity status information in these areas. While, labels
and descriptions can be multilingual, for the same item there could exist multiple
aliases in each language, and further research is needed to provide insights into these
parts of the term in Wikidata items.

Statement. In Wikidata, the main body of data about an item is represented by
the relevant properties of that item, also called a claim. Wikidata highly suggests
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providing a source (i.e., reference) with every claim to ensure data reliability. The
combination of claim and reference makes a statement in Wikidata. So far, there is
no estimate of statement diversity in Wikidata with a focus on the claim, however,
there is a clue of reference diversity by Piscopo et al. which show that Wikidata seems
to be less focused on Anglo-American sources than Wikipedia and, thus, contains
knowledge from more diverse sources in comparison to Wikipedia [241].

To the best of our knowledge, there is no existing research that can shed light
on the diversity at the statement level, also referred to as plurality. Performing
diversity measurement at the statement level is not as straightforward as measuring
the diversity of terms, references, or domain-level diversity. The reason, as earlier
mentioned, is the challenge in the identification of statements showing variety from
the statements that show contradiction. Since this classification of statements needs
further investigation (cf. Section 3.2.3.1), our knowledge of diversity at a statement
level remains a white spot.

Additionally, Wikidata items are associated with their respective classes. Neverthe-
less, we found no studies that could provide an overview of Wikidata class coverage
or diversity status in the existing literature. Hence, domain/class diversity also
remains a gap in the Wikidata research.

Overall, we witnessed a big gap in Wikidata’s existing literature regarding research
on data diversity. Data diversity is yet to be explored from both, domain/class and
item angles. At the item level, there exist studies on multilingualism of Wikidata
labels which also refer to the language imbalance. Nevertheless, other parts of the
item like description, alias, reference, and claim are not yet studied from the diversity
angle. Statement level diversity which is also referred to as plurality and aims to
bold globally agreed data over contradictory ones is also a big white spot in the
Wikidata research.

For this reason, in the next section, we apply our proposed concept for measur-
ing diversity in Wikidata explaining the measurement procedure and presenting an
overview of the existing data diversity in Wikidata.

4.2 Measuring Data Diversity

We perform our measurement on the domain/ class level to provide an eagle-eye
overview of the data in Wikidata including the item coverage of properties/ state-
ments. An overall picture of the topical domains and their class coverage can provide
a glance into how diverse Wikidata domains are and where there might be diversity
gaps in those domains. In addition, beginning with measuring the domain/ class
diversity has the benefit that it can highlight which domains/ classes are more di-
verse and which are less diverse. This way we can look into the item and statement
diversity of these domains to compare them and find out the reason.

Wikidata items are already linked to their corresponding classes; however, these
classes are not organized into distinct domains. To address this, we adopt the do-
mains and classes classification defined by Färber et al., who delineated five domains:
people, media, organizations, geography, and biology4. These are the domains where

4The list of these domains along with their respective classes is available at: http://km.aifb.
kit.edu/sites/knowledge-graph-comparison/[Accessed: 06.12.2019]

http://km.aifb.kit.edu/sites/knowledge-graph-comparison/
http://km.aifb.kit.edu/sites/knowledge-graph-comparison/
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Wikidata classes can be further categorized [65]. As mentioned before, Färber et al.
have used these domains to compare Wikidata with other KGs, i.e., YAGO, DBpe-
dia, Freebase, and OpenCyc to measure the quality of data in these KGs. We use
this available domain categorization approach to shed light on the domain cover-
age and distribution of data on Wikidata, the only KB that has a built-in diversity
mechanism for its data.

Regarding the usage of diversity measures to assess the domain level diversity, we
use Simpson’s Index, Shannon Entropy, and Rao-Stirling Index as heterogeneity
measures when considering more than one diversity dimension and Gini-coefficient
when focusing on balance only, as explained in 3.1.4.2. All of the mentioned measures
result in a number or index, where higher numbers show higher diversity levels and
vice versa. We calculate this number for each domain and then compare these
domains to find out if all domains are on the same level of diversity or not. We rank
the domains with higher numbers as the more diverse domains and the domains
with lower indexes as the less diverse domains in Wikidata.

We present the details of the above-mentioned measurements in the following.

4.2.1 Diversity in Domain and Class Level
Here, our aim is to address the question of how diverse domains in Wikidata are. To
make it feasible to measure, we break this question into the following two questions:

a) How balanced are the classes in Wikidata domains?

b) How balanced are the items of those classes?

As mentioned before, our focus here is on the distribution of items across Wiki-
data domains/ classes and the distribution of properties/statements across Wikidata
items. In other words, we are interested in finding out if data is distributed evenly
in Wikidata domains/ classes or if we have data concentration in some domains.

In the first step, we measure the diversity of Wikidata domains based on the num-
ber of classes in each domain and the number of items in those classes. To measure
this, we take the list of domains and classes from [65]. Using Wikidata query service
(WDQS) we retrieved the number of items per class considering both properties, i.e.,
instance-of (P31) and subclass-of (P279). Table A.1 (in the Appendix on page 162)
contains the list of these Wikidata domains, classes, and the number of items per
class. We used the columns Domain, Subclass, and #unique items for this mea-
surement using heterogeneity measures mentioned in Section 3.1.4.2 available in the
diverse package of R programming language in RStudio software. Table 4.1 displays
the results of this diversity measurement in each domain in regard to the number of
classes and items each domain has.

As can be seen, the results show uneven diversity numbers across Wikidata do-
mains. This could indicate that not all Wikidata domains and classes are given
equal attention. Here we can see that using two dimensions (i.e., variety and bal-
ance), the domain Media is the most diverse and the domain Geography comes in
second. However, using three dimensions (i.e., variety, balance, and disparity) 5),
the most diverse domain is Geography, and here the domain Media comes in second

5Here the diversity measurement is done using the diverse package of RStudio software, which
uses the Euclidean distance method as the default option for measuring disparity.
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Table 4.1: Descriptive statistics of Wikidata domain diversity levels using the num-
ber of classes and items in each domain based on Table A.1. (Note: Higher values
mean higher diversity levels and bold values indicate the highest diversity in each column)

Entropy Simpson Index Rao Stirling Index
Biology 0.773 0.508 931.737
Geography 1.199 0.670 64188.895
Media 1.425 0.725 45155.799
Organization 1.034 0.521 15752.442
Person 0.141 0.048 1400.811

place. Similarly, the domains Person and Biology are shown to be the least diverse
domains. While we were able to determine which domains have higher diversity
levels and which domains are less diverse in comparison, we want to look into the
details to know why some domains are more diverse than others and vice versa.

For this reason, in the second step, we get an overall overview of whether all items
are on the same level of completeness and depth of information in the classes of
these domains. In other words, do all items have a balanced coverage of proper-
ties/statements? or do some classes have items with a rather higher content cover-
age and some have more items with basic information or are empty, and therefore,
we have imbalanced domains? Thus, we focus on each class in these domains and
provide a more detailed view of the item coverage of these classes using the Wiki-
data Knowledge Imbalance Dashboard6 tool to measure the balance of classes in the
previously mentioned five domains. This tool extracts items based on the instance
of (P31) property and quantifies knowledge imbalances on Wikidata using the Gini
coefficient. As discussed in Section 3.1.4, the Gini-coefficient is a measure of balance
that is widely used in Wikipedia (cf. Table 3.3) and is applicable in the Wikidata
context. Although the result of this tool might not show the actual class-item rela-
tions because it only focuses on instance of relation, we can still get an overview of
the classes and their items property coverage in Table 4.2.

In Table 4.2 we can see that most of the classes are imbalanced. In the Organi-
zation domain, all classes are imbalanced, while, Biology and Person domains also
have classes that are heavily imbalanced, i.e., Politician and Mammal. For the class
Writer there are no direct instances; thus, the tool could not generate any results.
For the class Grass there is only one instance, thus, no comparison of balance is
possible. The only balanced classes are Film, Book, Album, Mountain and Country
which belong to the Media and Geography domains. One possible reason for the bal-
anced and higher data coverage of Geography domain could be that OpenStreetMap7

extracts geographic data from Wikidata [173] and this demand for geographic infor-
mation has attracted more attention from editors in this domain.

Overall, the imbalance in Wikidata domains is not only in the number of items per
class but the property coverage of Wikidata items is also imbalanced. As can be
seen, the domains of Person and Biology have a lower number of items per class
than the remaining three domains. The only exception is with the class Gene which

6Wikidata Knowledge Imbalance Dashboard available at: https://prowd.netlify.app [Ac-
cessed: 14.04.2020]

7https://www.openstreetmap.org/node/597204161#map=18/58.38974/13.85165

https://prowd.netlify.app
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Table 4.2: Balance of properties across items of the classes and domains in Wikidata
based on [65] using the Wikidata Knowledge Imbalance Dashboard tool that runs
on Wikidata and limits the number of items to 10,000 (The classes with * are added
because they appeared in Wikidata research)

Domain Class #Items Gini-Coef. Diversity Level

Person

Human* 10,000+ 0.235 Imbalanced
Musician 41 0.339 Imbalanced
Athlete 33 0.312 Imbalanced
Writer - - -
Politician 9 0.41 Heavily Imbalanced

Media

Film 10,000+ 0.19 Balanced
TV Series 10,000+ 0.304 Imbalanced
Book 6,906 0.142 Balanced
Magazine 10,000+ 0.347 Imbalanced
Album 10,000+ 0.187 Balanced

Organization

Bank 2,181 0.32 Imbalanced
Airlines 4,600 0.287 Imbalanced
University 10,000+ 0.275 Imbalanced
Sports club 10,000+ 0.236 Imbalanced
Political Party 10,000+ 0.366 Imbalanced

Geography

Lake 10,000+ 0.263 Imbalanced
River 10,000+ 0.212 Imbalanced
Mountain 10,000+ 0.17 Balanced
Country 180 0.137 Balanced
City 8,969 0.388 Imbalanced
Road* 10,000+ 0.213 Imbalanced

Biology

Mammal 9 0.543 Heavily Imbalanced
Bird 27 0.287 Imbalanced
Fish 9 0.307 Imbalanced
Tree 533 0.256 Imbalanced
Grass 1 0 -
Gene* 10,000+ 0.117 Balanced

has more than 10,000 items and is balanced. Again, this could be due to the usage
of Wikidata as a genomic data source by biologists [32, 246].

Measuring domain and class level diversity in Wikidata is not as easy as it looks
because the Wikidata class hierarchy is not well-ordered and not all classes are
instantiated in the same way. For example, within the Musician class, some items
are instantiated using the subclass of property, while others are instantiated using
the instance of property. As a result, using the Wikidata Imbalance Dashboard
that extracts based solely on the instance of property, we obtained 41 items (cf.
Table 4.2). However, when querying Wikidata through WDQS and considering
both instance of and subclass of properties, we obtained 617 items (cf. Table A.1
on page 162 in the Appendix).

Furthermore, the Wikidata class hierarchy is structured as a system of subclasses,
where each class represents a more specific type compared to the class above it, and
can itself be subdivided into even more specialized subclasses. As a result, the cur-
rent method of calculating Wikidata diversity based on domains and classes, using
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the count of items per class alone, may not yield entirely accurate results. Nonethe-
less, it can still offer insights and an overview of the prevailing diversity status within
Wikidata. Achieving greater precision would necessitate additional efforts, but it
would only be feasible once the issue of class hierarchy in Wikidata is addressed.
Since resolving the class hierarchy issue exceeds the scope of this study, we rely on
the available results as indicators of diversity gaps within Wikidata domains and
classes. These results are consistent with those presented in Table 4.1, which assess
domain-level diversity by considering items associated with classes through both the
instance of and subclass of properties.

4.3 Summary of Existing Wikidata Diversity Status
The application of our proposed model has helped to gain a general overview of
where Wikidata is on the path to achieving the overall goal of serving “anyone
anywhere in the world.” Through our analysis, we have observed a notable absence of
comprehensive research on the topic of diversity within the existing body of Wikidata
literature. Only a limited number of references to diversity could be found, indicating
the need for further exploration and development of the diversity concept within the
Wikidata context.

In this study, we have taken an initial step toward investigating diversity in Wiki-
data by introducing a concept for measuring diversity. Given the vast scope and
complexity of the topic, we have focused on specific angles to examine Wikidata’s
diversity landscape. This approach has facilitated a more practical approach to
assessing diversity and addressing any identified gaps.

At the data level, our analysis has shed light on the issue of domain coverage imbal-
ance, revealing areas where diversity is lacking in Wikidata. Additionally, in existing
research, we have observed a significant language imbalance in terms of language
labels, with a dominance of Western languages and limited representation of other
languages. However, the diversity of descriptions and aliases in Wikidata remains
unexplored and requires further investigation. Furthermore, the concept of plural-
ity, which is a design principle of Wikidata at the item level, remains a significant
gap in our understanding of diversity within the platform. Currently, there is a lack
of information on diversity in this particular area, and more research is needed to
explore and evaluate the diversity aspects related to plurality.

When examining user diversity in Wikidata, we observe that users are typically
categorized into groups such as humans, bots, tools, and anonymous, based on
their level of automation. However, there is a lack of in-depth studies on the editing
patterns of these user groups, which would provide valuable insights into the diversity
of user contributions in Wikidata and how this diversity may have influenced the
data. Of particular interest is the unique nature of the Wikidata community, where
a significant portion of edits is contributed in large volumes by a small number
of automated accounts. Consequently, within this community, bots emerge as the
most active contributors, potentially exerting a greater influence on Wikidata’s data
compared to other user groups. Existing research suggests that bot edits tend to
be less diverse compared to human edits, and bot queries are often more uniform
and less diverse than human queries. Therefore, it is important to investigate the
editing patterns of different user groups, with a specific focus on bots, in order to
understand how bot contributions may have influenced data diversity in Wikidata,
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particularly in relation to the existing domain-level imbalances. Moreover, gaining
deeper insights into the diversity of editors allows us to recognize the potential of
bot participation and discuss potential mechanisms to enhance the diversity levels
of data in Wikidata. By examining and addressing the impact of user diversity,
efforts can be directed toward improving the overall diversity and inclusiveness of
the knowledge representation in Wikidata.

The current state of data diversity in Wikidata reveals a diversity gap among its
domains. Some domains receive more attention from editors, while others are over-
looked. This issue arises due to the collaborative nature of data contribution, where
a small number of bots are the most active editing users. Diversity gaps also ex-
ist in multilingual labels, with languages predominantly edited by bots occupying
dominant positions. Additionally, the most active contributors in Wikidata pre-
dominantly come from Europe and North America, which could explain the over-
representation of data from Western regions. In general, Wikidata has not yet fully
achieved its goal of serving ’anyone anywhere.’ For instance, currently, Wikidata
contains nearly four times as many statements concerning Western artists as it does
for non-Western artists and approximately nine times as many statements about
Western masterpieces as it does for their non-Western counterparts [3]. Based on
the aforementioned findings, there is a concentration of Western data in Wikidata,
highlighting the need for further work to achieve a more balanced representation
that provides equal services for users worldwide. By addressing these diversity gaps,
Wikidata can enhance its inclusivity and ensure equitable access and services for
users from all parts of the globe.

Given that the data in Wikidata is contributed voluntarily by the community, gain-
ing insight into the contributing community can provide insights into the factors
contributing to the low diversity status and data imbalance in Wikidata. Existing
research suggests that in the Wikidata community, a small number of bot operators
employ bot accounts, leveraging their ability to execute high-speed and batch edits
to import substantial volumes of data aligned with their interests. This practice
can subsequently impact the overall data composition in Wikidata. Therefore, it is
likely that bot edits play a role in the diversity gaps observed in Wikidata. However,
our knowledge about bots and their editing behavior in the context of Wikidata is
limited. To investigate whether bots contribute to the data imbalance in Wiki-
data’s domains and classes, a comprehensive study and understanding of bots in the
Wikidata context is required.

Considering the limited availability of comprehensive information regarding bot edit-
ing behavior in existing research, we curated our own datasets to acquire insights
into bot activities. Initially, we gathered online bot request forms from the Wikidata
website to comprehend the motives and methodologies behind bots’ involvement
in editing activities. This initial effort formed the foundation of our first dataset,
named the Wikidata-Requests-for-Permissions Dataset. Following this, we extracted
real bot edits from the Wikidata database, constructing the Wikidata Revision His-
tory Dataset. This dataset allowed us to compare bot editing patterns with those
of other users within the Wikidata community. Our objective was to determine
whether or not bots have indeed played a role in the imbalances that have been
observed in the various domains of Wikidata.
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In the next section, we will present our research approach for creating the aforemen-
tioned datasets that we used to study bots. We will then analyze bot edits using
the aforementioned datasets to examine their impact on diversity within Wikidata.
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Chapter 5

RESEARCH DATA &
APPROACH

In our quest to understand the current diversity status of Wikidata, we discovered
a lack of research dedicated to diversity in this context. Utilizing our proposed
concept for measuring diversity, examining the available literature on Wikidata,
and gathering data from the platform itself, we were able to provide an overview of
diversity within Wikidata. Our analysis revealed an imbalance in the coverage of
data across various Wikidata domains.

To delve deeper into the underlying reasons for this imbalance and to address the
issue, we turned our attention to the contributors who have contributed to this data.
In particular, we recognized the need for a comprehensive investigation into bots,
as they are responsible for the majority of contributions in Wikidata. Bots play
an important role in shaping the data landscape and understanding their impact is
crucial to addressing diversity imbalance.

In this chapter, we present the research data we collected and the methodology
employed in the subsequent chapters, which will shed further light on the diversity
landscape of Wikidata.

5.1 Research Approach
Finding answers to research questions in a scientific way is only possible through
defined scientific methods and approaches. Research methods could be general and
applicable in any field like literature review, or could have a rather narrowed area of
usage like design science methodology. In general, there are three main approaches
to follow, which are qualitative research, quantitative research, and mixed method,
which refers to a combination of both. In our study, in the area of human-computer
interaction (HCI), we use a combination of qualitative and quantitative research.
For addressing our defined research questions in Section 1.2 (on page 3), we have
mainly used a mapping study to answer the first research question, and content
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analysis to answer the second research question. The details of the mapping study
along with its results are already discussed in Section 2.2 (on page 18). The content
analysis approach used to answer the remaining research questions is described in
detail in the following sections.

In order to understand the current status of Wikidata from the diversity perspective,
the focus of the first research question, we need to have a detailed view of the Wiki-
data literature and a clear understanding of the diversity concept in the Wikidata
context. We began with a mapping study, a general form of a literature survey,
of Wikidata and shed light on the angles from which it has been studied so far to
find if there exist any clues on diversity in the Wikidata literature. We explain the
mapping study methodology in Section 2.2.1 (on page 19) and reflect on the results
of this study in Section 2.2.3 (on page 26). We also performed a literature survey
to explore and understand the diversity concept in general and what it means in a
KB context. The result of this literature survey is given in Section 3 in order to
form a basis for understanding the diversity concept itself and its interpretations
from different application areas. Using the implications of these results we define
and propose a concept for measuring diversity in Wikidata.

The second research question involves dealing with the data stored in Wikidata.
Since the data of our focus are from a) Requests-for-Permissions pages in Wikidata
which are available in unstructured (i.e., plain text) form, and b) revisions from the
Wikidata edit history which are in semi-structured form, hence, we used the content
analysis method.

We used two datasets here, the first dataset, Wikidata-Requests-for-Permissions
Dataset [69] in Section 5.2, contains requests for bot accounts called RfP (Requests-
for-Permissions) pages. We use RfPs to dig deeper into what bots are, what they
intend to do on Wikidata, and how the Wikidata community deals with bots. This
dataset and its results are presented in Section 6.2 (on page 106). Only after getting
answers to the above-mentioned questions about bots can we get a better under-
standing of the Wikidata community and compare the role of bots with human users.
To shed light on the potential of bots regarding the diversity status of Wikidata, we
analyze the second dataset, Wikidata Revision History Dataset [68] in Section 5.3.
This dataset is created from the Wikidata revision history and contains every edit
in Wikidata by any user, registered or unregistered, in a semi-structured form. The
pre-processing of these data was a rather long process, which is explained in Sec-
tion 6.3 (on page 119). With the answers to these questions, we could recommend
ways to improve the diversity status of Wikidata through bots.

In summary, the approach used to address the first research question on measuring
the current diversity status of Wikidata is a literature survey, and to tackle the
second research question on the role of bots on diversity in Wikidata, the content
analysis method is used.

Next, we explain each of the mentioned datasets in detail and give an overview of
the methods used for the development of these datasets.

5.2 Wikidata-Requests-for-Permissions Dataset
As mentioned before, despite the high activity levels that bots show in Wikidata,
they have remained a rather less investigated user group. In order to find the answer
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to our second research question on the role of bots on diversity in Wikidata, we begin
by studying what exactly bots are and to know this, we have targeted the request
pages for bot permission on Wikidata website which act as the very first step in a
bot’s life to get into the Wikidata community as a contributor. These pages are
called Requests-for-Permissions (RfP) pages and contain details such as bot name,
intended tasks, data sources, further information during community inspection, and
discussions along with the final decision made on the request.

Figure 5.1 displays a glance into the data pre-processing phase. The details of our
selected approach to data collection and coding come next.
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Round-II:  30 RfPs individually coded 
Focus: Reaching a higher inter-rater agreement level            

(at this stage reached Substantial (0.65)) 
Codebook: Updated 

Round-III:  40 RfPs individually coded 
Focus: Reaching a higher inter-rater agreement level 

(reached Perfect agreement (1.0)) 
Codebook: Updated 

Figure 5.1: An overview of the Wikidata-Requests-for-Permissions Dataset pre-
processing phase. (Note: This diagram is inspired by the PRISMA flow dia-
gram [223].)

5.2.1 Research Methodology
As mentioned above, RfP pages contain the details regarding a bot account. These
details are stored as sentences which we call text format or unstructured format and
use the content analysis approach to process them.

Next, we explain the content analysis method that is used to answer RQ2.

Content analysis is a form of qualitative analysis that deals with unstructured con-
tent or data and processes the data to develop a representative description of the
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unstructured text [167]. It defines systematic and reproducible techniques for com-
pressing longer words through coding schemes into shorter word categories [299].
This approach originated from communication studies in the 1950s and was used
to analyze newspaper data by coding text into categories and bringing it into a
quantitative form to be analyzed by statistical tools [162]. For this reason, content
analysis is usually considered a more quantitative approach.

Nevertheless, content analysis can also have a qualitative approach that can be
distinguished from the quantitative one. The distinction between quantitative and
qualitative approaches comes from the way coding is performed.

According to Lazar et al., coding is the process of categorizing unstructured con-
tent into defined categories by assigning descriptors to the unstructured content.
He emphasizes that coding is not simply “paraphrasing the text and counting the
number of keywords in the text” but doing much more like comparing the data,
deriving concepts from the data, or additional details like properties and dimensions
for data.

Lazar et al. also describe the two existing approaches to coding. A priori coding
refers to quantitative analysis where the codes are already defined and present,
either from an earlier study or from the previous investigations of the same topic.
The emergent coding, on the contrary, is a qualitative approach used when there
is no established method to guide the coding, and thus, codes emerge during the
coding process by noting interesting concepts in the data and continuously refining
the code book. Emergent coding is beneficial when working on a new topic where
finding established theories or sufficient literature to develop the coding categories
in advance is a challenge [167].

5.2.2 Data Collection

We collected all bot requests that were in the final approval stage in July 20181,
i.e., we ignored all tasks without a final decision, from the Wikidata’s archive for
requests2. We collected our data based on web scraping, i.e., web data extraction
programs implemented in Python. Bot requests that were listed several times in
different archives were only parsed once3. This resulted in 683 task approval pages.

We extracted the following information from each page (cf. Figure 5.2): URL,
bot and operator name, decision, decision date, tasks, code, and function details.
Additionally, we collected the date of the first and last page edits4, the number of
page edits, and the number of distinct editors who contributed to the request for

1The first request in our data set was opened on October 31, 2012, and the last one was on June
29, 2018.

2www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Archive#Requests_for_
bot_flags.

3For example, www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/VIAFbot is
listed in www.wikidata.org/wiki/Wikidata:Requests_for_permissions/RfBot/March_2013 and
in www.wikidata.org/wiki/Wikidata:Requests_for_permissions/RfBot/April_2013 and only
the latter one was used.

4The first edit can be interpreted as the request opening and last edit as the request closing or
date of archiving.

www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Archive#Requests_for_bot_flags
www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Archive#Requests_for_bot_flags
www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/VIAFbot
www.wikidata.org/wiki/Wikidata:Requests_for_permissions/RfBot/March_2013
www.wikidata.org/wiki/Wikidata:Requests_for_permissions/RfBot/April_2013
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Figure 5.2: Example of a Wikidata request-for-permissions (RfP) page.

each page using the MediaWiki API5. This extracted information (cf. Table 5.1)
was processed and stored in a relational database6

Table 5.1: Example of the information extracted from an RfP page.

URL www.wikidata.org/wiki/[...]/Bot//MastiBot
Bot Name mastiBot
Operator Name Masti
Task and Function add basic personal information based on biography-related

infoboxes from pl.wiki
Decision Approved
Decision Date 15/09/2017
First Edit 03/09/2017
Last Edit 21/02/2018
No. of Edits 8
No. of Editors 5

5.2.3 Classification Process
We classified the data collected manually to gain a deeper understanding of the
different tasks that bot operators carry out on Wikidata. In the following, we
describe this process in detail.

We employed the qualitative method of content analysis that is used to analyze
unstructured content [167] which in our case is the text in the RfPs. We classified
the data manually using the open coding approach. The data we were dealing with
were applicants’ own sentences (in vivo codes); thus, we developed an emergent

5www.mediawiki.org/wiki/API:Main_page.
6The dataset is released under a public license on REFUBIUM: http://dx.doi.org/10.17169/

refubium-40234.

www.wikidata.org/wiki/[...]/Bot//MastiBot
www.mediawiki.org/wiki/API:Main_page
http://dx.doi.org/10.17169/refubium-40234
http://dx.doi.org/10.17169/refubium-40234
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coding scheme and categorized the textual information. Two of the authors7 coded
the data in a three-phase process by ensuring the consistency of the codes and
reducing possible bias during coding.

We read a sample of the data collected and discussed the various requests in detail.
We noticed that some common categories could be found within all requests based
on some particular perspectives, such as the potential actions of the requesting bots
and the main sources of the data to be imported from bots. We focused, thus, on
task and function details of the RfP page and extracted the intended use (task) and
the data source of the bot edits which were approved or closed as successful.

In the first phase, we collaboratively categorized 30 randomly chosen RfPs to develop
a shared understanding. Based on the first categories, we carried out a second
round in which another set of randomly chosen 30 RfPs was categorized individually.
We then compared the results and checked the agreement level8. After discussing
diverging cases and cross-validating our category set, we continued with another
round of categorizing the data (40 RfPs) individually, and we had 39 agreements
out of the 40 cases. We continued with further rounds of coding individually; we met
frequently on a regular basis and discussed new or unclear cases and cross-validated
our category sets to ensure the consistency of our data classification.

We developed a codebook9 as the primary reference of the classification process
starting from the first phase and continually updating it during the classification
period. Codes are structured in verb-noun pairs denoting content entities and op-
erations, which are inspired by the work of Müller-Birn [205] and were originally
drafted after the first 30 RfP classifications. On the basis of this, we further de-
veloped it by structuring all newly presented information into verb-noun pairs and
adding them to the codebook.

The overview of the Wikidata-Requests-for-Permissions Dataset is present in Sec-
tion 6.2.1.2 (on page 108) followed by the results and discussions.

Next, we describe the Wikidata Revision History Dataset that contains actual bot
edits to confirm bot activities from RfPs and explore the bot editing patterns com-
pared to humans. The analysis of Dataset-II provides insights into what bots are
and what they claim to be doing with bot rights being granted. This only answers
one-half of the research question on understanding the potential of bot edits on di-
versity in Wikidata. For this reason, we continue with our research on bots, and
this time take a look at the Wikidata edit history to trace bot edits among other
user groups, in particular human users.

5.3 Wikidata Revision History Dataset
We use the Wikidata edit history to get an idea of how each editor edits Wikidata.
Data in Wikidata are accessible mainly through the user interface and regular dumps

7The first and second authors of the paper: Approving automation: Analyzing requests for bot
permissions in Wikidata.

8We measured the inter-rater reliability by using Cohen’s kappa. At this stage, we had a sub-
stantial agreement level, i.e., 0.65.

9The codebook along with the data is provided on GitHub: https://github.com/FUB-HCC/
wikidata-bot-request-analysis.

https://github.com/FUB-HCC/wikidata-bot-request-analysis
https://github.com/FUB-HCC/wikidata-bot-request-analysis
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in different formats on a weekly basis10. How this data should be accessed can be
determined by the purpose behind data usage. For example, to look for known items
in Wikidata, one can use the user interface utilizing the Special Search11, when
looking for known items in formats other than just HTML, Linked Data Interface
(URI)12 can be used, and in cases other than the known items, it is recommended
to use Wikidata Query Service13 or Wikidata database dumps14 when dealing with
large portions of data.

Additionally, Wikimedia provides a complete history of all edits carried out at Wiki-
media Toolforge15. Toolforge provides access to replica databases of all Wikimedia
projects; thus, we used the revision data from the Wikidata database that contains
details on who edited what and when.

In the following, we explain our approach to creating this data set as detailed as
possible to make the process clear and reproducible. Figure 5.3 presents an outline
of the pre-processing phase.

5.3.1 Research Method
In the revision history of Wikidata, the details of a performed edit are called a
comment and are in a semi-structured form. The comments consist of two parts,
the structured part, and the unstructured part, like / ∗ wbsetdescription − set :
1|fr∗/Ville de Suisse et chef-lieu du canton de Bâle-Ville. To process these data we
have used the content analysis method explained in Section 5.2.1. Below, we explain
our steps for the development of this dataset to answer the RQ2 of this study on
understanding bot editing behavior in Wikidata.

5.3.2 Creating a Sample from the Wikidata Revision History
We collected data from seven tables of the database (user, user group, user
former group, actor, revision, userindex and page) for a stratified sample by
considering two sampling dimensions: the topic of an item and its maturity level in
terms of a number of revisions for the following reasons:

Firstly, previous research has shown that Wikidata’s coverage depends on the topical
domain of the items [65]. We assume that the different coverage might reflect the
varying interests of the Wikidata community and that the topic of the item might
influence the editing behavior. We wanted to capture these possible differences and

10The different ways Wikidata could be accessed are: https://www.wikidata.org/wiki/
Wikidata:Data_access

11https://www.wikidata.org/wiki/Special:Search
12https://www.wikidata.org/wiki/Special:EntityData where the format of the entity data

can be specified by appending .json, .rdf, .ttl, .nt or .jsonld extensions to the data URL.
13Wikidata Query Service (WDQS) is a public service that provides access to Wikidata’s KG via

an SPARQL endpoint since September 2015 [25]. Originally, Wikidata contents are not stored in
RDF format. For this reason, data is mapped from its internal representation to RDF format and
exported as RDF. These RDF data are stored in a graph database named BlazeGraph to be queried
by the SPARQL query service, which is an RDF query language.

14The copies of Wikidata content is available for download in various formats such as JSON,
RDF, or XML formats on the Wikidata website. Using dumps is best when expecting a large set
of results that could affect query performance or cause timeouts.

15Toolforge is a hosting environment for Wikimedia-related software. Further information is
available at: https://tools.wmflabs.org [Accessed: 06.12.2019]

https://www.wikidata.org/wiki/Wikidata:Data_access
https://www.wikidata.org/wiki/Wikidata:Data_access
https://www.wikidata.org/wiki/Special:Search
https://www.wikidata.org/wiki/Special:EntityData
https://www.mediawiki.org/wiki/Wikidata_Query_Service
https://blazegraph.com/
https://dumps.wikimedia.org/wikidatawiki/entities/
https://dumps.wikimedia.org/wikidatawiki/entities/
https://dumps.wikimedia.org/wikidatawiki/
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Figure 5.3: An overview of Wikidata Edit History Dataset pre-processing phase.
(Note: This diagram is inspired by the PRISMA flow diagram [223].)

used the topical domains – people, media, organizations, geography, and biology –
defined by Färber et al. [65] for selecting items on Wikidata.16

These domains represent the terminological knowledge of Wikidata and refer to ten
classes which are further divided into 24 subclasses. By using the Wikidata Query
Service17, we queried for each domain, i.e., class or subclass, the belonging items
with their unique identifier (Q-id). Based on that, we used Toolforge18 to collect
all revisions of these items. This resulted in 2,243,390 distinct items, of which the
topical breadth is shown in the first fifth columns of Table A.1. The highest number
of items (526,898) belongs to the class Mountain of domain Geography, while the
class Grass of domain Biology contributes with the least number of items (6).

Secondly, we account for the different maturity levels of the items by adopting the
collection strategy of Arazy et al. [13]. We used four maturity strata which represent
the development stages of items inWikidata: inception with [1; 10] revisions, creation
with [11; 100] revisions, growth with [101; 1, 000] revisions, and [1, 001;∞] revisions
refer to the maturity stage. An overview of these maturity levels is given in the last
four columns of Table A.1. The majority of items (1,818,170) reside in the creation
stage, and the least number of items (291) exist in the maturity stage.

16The authors list the topics in the form of classes in one of the files (”m_cPop.xlsx”) and provide
this information on a website http://km.aifb.kit.edu/sites/knowledge-graph-comparison/
[Accessed: 06.12.2019].

17https://www.mediawiki.org/wiki/Wikidata_Query_Service
18https://tools.wmflabs.org

http://km.aifb.kit.edu/sites/knowledge-graph-comparison/
https://www.mediawiki.org/wiki/Wikidata_Query_Service
https://tools.wmflabs.org
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Based on the 24 subclasses and the four maturity levels, we randomly selected from
each of the resulting 96 cells (cp. Table A.1), 15 percent of the items (at least one,
if available). This resulted in a sample data set with 224,343 items, with 5,577,276
revisions that are created by 37,455 unique contributors.

5.3.3 Defining user groups

Of the 37,455 unique users who contributed to Wikidata in our sample, 12,728
(0.33%) edited Wikidata anonymously. We identified from the non-anonymous con-
tributions three different user groups that consider the algorithmic support as de-
scribed next. The user groups, the number of people represented, the number of
revisions, and the number of edited items in each group are shown in Table 6.6.

At first, we identified all registered users in the data set. For this, we again used
the Wikidata database from Toolforge, as described in the previous section. Regular
contributions represent the largest user group in our sample with the largest number
of revisions. However, the contributions of these registered contributors seem to be
primarily focused and concern 30% of the items only in the dataset.

In the second step, we identified all semi-automated contributors, i.e., contributors
that use tools for supporting their editing activities. Many of these tools leave
traces in the comment section of the revisions. The Quickstatement-Tool19, for
example, which is being used for batch edits on Wikidata, adds automatically the
tag #quickstatements to each revision. We used a list provided by Sarasua et
al. [270] that contains various of these tags and queried the change_tag table on
Toolforge to identify such tool usages. Although a small number of people have used
tools (3%), their contributions affected 34% of all the items in the sample.

In the third step, we identified all algorithmic users, i.e., the bots. For this identifi-
cation step, we used four sources. First, we labeled all user accounts as bots if they
are in the user group ”bot”20. In a second step, we identified all bots that have a
related requests-for-permissions (RfP) page21. For this, we used a data set provided
by Farda-Sarbas et al. [67]. In the third step, we identified all contributors in our
data set, where the user name contains the word bot. In the last step, we checked all
available bot lists on Wikidata, to identify further bots: Bots with a botflag22, bots
without a botflag23, extension bots24 and list of bots25. We matched our user data
with all these sources to ensure that we identify all bots. In the data set, bots are
the smallest user group, however, they are responsible for a quarter of all revisions
and their edits affect, as semi-automatic contributions, 34% of all items.

19Further information is given at https://www.wikidata.org/wiki/Help:QuickStatements.
20We checked the users account against both user_groups which contains current bots and

user_former_groups which contains the user accounts which were earlier in group bot but are
no more in that group.

21The formal way of requesting a bot flag is described on the page https://www.wikidata.org/
wiki/Wikidata:Requests_for_permissions/Bot [Accessed: 25.11.2019].

22https://www.wikidata.org/wiki/Category:Bots_with_botflag [Accessed: 25.11.2019].
23https://www.wikidata.org/wiki/Category:Bots_without_botflag [Accessed: 25.11.2019].
24Information on Extension Bots: https://www.wikidata.org/wiki/Category:Extension_bots [Ac-

cessed: 25.11.2019].
25List of bots: https://www.wikidata.org/wikiWikidata:List_of_bots [Accessed: 25.11.2019].

https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot


100 5.3. WIKIDATA REVISION HISTORY DATASET

5.3.4 Specifying Edit Types Based on Revisions
Each revision has an edit comment. We can use these comments to contextualize
the nature of a revision. By adopting the trace ethnography methodology suggested
by Geiger et al. [92], we used these comments to explore the contributions and their
interdependencies in more detail.

Manual inspection showed that the majority of comments are semi-structured; for
example, ”/*wbsetsitelink-set:1|dewiki*/Japan”, consisting of a structured and an
unstructured part. The structured part is between the /∗ and : symbols; we call
this part the edit summary. By parsing all revisions, we identified 55 distinct edit
summaries.26 An edit summary gives a first indication of the actual type of an edit
(cf. Table 5.3.5). However, in some cases the edit summary is ambiguous, for exam-
ple, comments wbeditentity-update or wblinktitles-connect are not self-explanatory.

Thus, we decided to classify these edit summaries manually within a three-round
process. As a result of this process, we assigned to each edit summary an edit type.
We adopted an a priori coding scheme based on a Müller-Birn et al. [206] study,
which investigates the contextual information of the edit comments in detail.

Table 5.2: Overview of the Terminology Used for Classification of Edits in Wikidata.

Terminology Definition Example
Edit summary Structured part retrieved from the comment

between /* and : mostly with a wb prefix.
wbsetsitelink-set

Activity type Defines the type of change carried on the edit
focus, can come at the end of the edit sum-
mary after a hyphen (e.g., wbsetdescription-
add) or between the wb prefix and edit focus.

set

Edit focus Defines the focus or target of the change that
is being carried out on a page (item, property).

sitelink

Edit type Actual activity that is carried out on a page
(item, property).

set sitelink

In the first round, four of the authors individually assigned the edit types to these
55 edit summaries based on three random diff pages27 for each edit summary. The
coding process consisted of additional dimensions, as described in the next section on
analyzing edit summaries by edit type. At the end of the first round, we compared
the individually coded results and found several cases that we coded differently. We
discussed these ambiguous cases to reach a common understanding. This discussion
resulted in 49 edit summaries and we agreed on the edit types. At this point, we
had 49 edit summaries mapped to 33 edit types. Table A.3 provides more details on
the difference between the number of edit summaries and edit types. However, for
example, the wbsetentity and wbeditentity edit summaries were still ambiguous, so
in a second round we increased the number of exemplary revisions, i.e., diff pages.
Based on these examples, we could assign an edit type to the remaining six edit

26As part of this manual inspection, we reviewed the documentation of the MediaWiki software
(https://www.wikidata.org/w/api.php?action=help&modules=main [Accessed: 2020-01-07]) to get
ourselves familiar with the used wording in the edit summaries. We also used diff pages for under-
standing the difference caused by edits).

27diff pages show the difference between two revisions of an article
(https://meta.wikimedia.org/wiki/Help:Diff [Accessed: 2020-01-01]
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summaries. Based on these 33 edit types, we classified 5,519,701 revisions out of a
total of 5,577,276, so 57,575 revisions (0.01%) were defined as unstructured.

We were curious about these unstructured comments and did a further manual
inspection. It turned out that 49,784 revisions had empty comments28. Looking
at the remaining 7,791, we realized that we could identify existing edit summaries
in these revisions and could even identify new edit summaries29. We found, for
example, ”restore” and ”undo” in the comments, which are already present in our
codebook. In other cases, for example, ”revert” (also ”reverting”) or ”clean” (also
”cleaning”, ”clean up”), we defined new edit summaries and one new edit type, i.e.,
protect item. As a result of this process, 7,654 additional revisions, most of which
are reverts, could be classified based on our codebook30, which finally consisted of
62 edit summaries from which we specified 34 edit types. Table A.3 provides details
on the mapping of edit summaries to their respective edit types.

In the end, 137 revisions were finally classified as unstructured. We removed these
137 and the 49,784 empty revisions from our data set. After this step, the sample
comprises 5,527,355 revisions, which we use for our further analysis.

This data is openly available31 in the form of theWikidata Revision History Dataset[68].
Tables A.2 and A.1 in the Appendix provide a statistical overview of the dataset.

5.3.5 Analysis of Edit Summaries to determine Edit Types
Following the approach by Müller-Birn et al. [206], we defined edit types as verb-
noun pairs (e.g., update item) which show the activity (i.e.,update) performed on
data model (i.e., item) that we call edit focus. We first, identified activity type and
edit focus from each edit summary, and then combined them together to obtain the
edit type. The only exception is with revert which does not have an edit focus.
Table 5.3 contains our definition of the activities in this study. In Table A.2 we
provide an overview of the edit types aggregated by edit focus. Statement, claim,
qualifier, rank, and reference, are aggregated as edit focus Statement, for instance.

Table 5.3: Definition of activities.

Activity Definition
Add Add something new to an already existing item
Create Creating new item
Merge Merging items
Protect To keep a page or item from further changes, locking to avoid edits
Remove Remove something from an already existing item
Revert Undo an edit
Set Update or Add new to an already existing item
Update Add and Remove something from an already existing item

There are many edit summaries that refer to the same types of edits, thus, more
than one edit summary could be assigned to one edit type. For instance, both

2812 of these empty comments were deleted comments, and the remaining 49,772 were just empty.
29We extracted the first words of the comments as edit summaries.
30The codebook is available in Table A.3 in the Appendix.
31Wikidata Revision History Dataset is available on FU Berlin Primo at http://dx.doi.org/10.

17169/refubium-40243

http://dx.doi.org/10.17169/refubium-40243
http://dx.doi.org/10.17169/refubium-40243
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clientsitelink-remove and wbsetsitelink-remove is assigned to edit type remove sitelink.
Table A.3 shows the mapping of the edit summaries to edit types.

5.4 Summary
In this chapter, we have outlined the data sources and methods used to address
our research questions. Specifically, we employed content analysis as our method
to investigate the impact of bots on diversity in Wikidata. To obtain the necessary
data for analysis, we created two datasets: the Wikidata-Requests-for-Permissions
Dataset and Wikidata Revision History Dataset. These datasets were carefully con-
structed from different sources within Wikidata, enabling us to gain insights into
the role of bots and their potential influence on diversity in Wikidata.

Given the limited research available on bots in the context of Wikidata, we embarked
on a comprehensive exploration of the topic. This involved thoroughly understand-
ing what bots are and their activities within Wikidata, allowing us to trace any
potential impact they may have on the diversity status of the platform.

The next chapter will focus on the analysis of these datasets, where we will delve
into the details of each data source, explain why they were selected, and present the
results of the data analysis. The purpose of this chapter, however, was to provide a
clear overview of the methodology employed in developing these datasets, ensuring
the reproducibility of our work.



Chapter 6

BOTS, DIVERSITY &
WIKIDATA

As we have observed in the previous chapters, the contributing community of Wiki-
data consists of both bots and humans. Bots, due to their capability to execute
high-speed edits, are responsible for a significant portion of the activities within
Wikidata. However, this user group, despite its substantial contribution, remains
relatively understudied. There is still much to learn about the editing behavior of
bots and the impact of their edits on Wikidata, particularly in relation to diversity,
which is an important goal of Wikidata. The imbalanced data coverage in Wikidata
domains further emphasizes the need to investigate the role of bots and their poten-
tial influence on diversity. By gaining a deeper understanding of bot behavior and
their contributions, we can better comprehend their impact on the overall diversity
of Wikidata.

6.1 Bots in a Knowledge Base Context
The term bot is considered an alternative word to software script, software agent,
and robot all of which primarily automate and speed up tasks. Bots are defined
as software programs that automate tasks, usually repetitive or routine tasks that
humans consider time-consuming and tedious (e.g., [88, 89, 206, 302]). They are
operated and controlled by humans.

A visible area where bots are active is the collaboratively developed systems. Very
different bots populate shared contribution communities: These bots collect informa-
tion, execute functions independently, create content, or mimic humans. The effects
of bots on collaborative content creation systems and our society are increasingly
being discussed, for example, when influencing voting behaviour [73] or imitating
human behaviour [172]. Bots have been used in Wikipedia from early on1. Wiki-
data’s community has profited from these experiences when handling their bots. We

1https://en.wikipedia.org/wiki/Wikipedia:History_of_Wikipedia_bots#"rambot"_and_
other_small-town_bots.
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review, therefore, existing insights into the bot community on Wikipedia and build-
ing on that, highlight research on Wikidata that considers bot activity. Looking at
bots from a social lens reveals the reasons why bots are created in Wikidata. Addi-
tionally, we can see what type of edits the community shares with bots, what type of
data and from which sources they import through bots, and whether the community
is open and allows anyone to operate bots or apply hard conditions so that only a
small number of operators can make to run their bot in Wikidata. Furthermore,
investigating the editing history of Wikidata reveals whether bot editing patterns
differ noticeably from those of human users, indicating their potential impact on
diversity within Wikidata. This analysis helps us ascertain if bots are responsible
for the observed low diversity status of Wikidata domains and classes.

In this chapter2, we focus on bots in detail, from how and why they come into being
to what they actually do. We reflect on bots’ social organization to understand
them from the community perspective. We then compare them with human users to
find out bot editing behavior and if both groups edit in a similar manner and, then,
investigate the potential of the bot user group to impact diversity in Wikidata.

We begin with a glance into the usage of bots in Wikimedia projects, i.e., Wikipedia
and Wikidata.

6.1.1 Bots in Wikipedia
Wikipedia has developed a stable and increasingly active bot community over the
years, although, bots were not widely accepted and trusted in the beginning [175].
Halfaker and Riedl distinguishes four types of bots in Wikipedia [112]: (1) Bots
that transfer data from public databases into articles, (2) bots that monitor and
curate articles, (3) bots that extend the existing software functionality of the under-
lying Wikipedia MediaWiki software and (4) bots that protect against vandalism.
Similarly, based on a study of the German bot community, Müller-Birn et al. dif-
ferentiate bot responsibilities into content maintenance (e.g., updating templates,
creating archive pages, detecting spam), bot coordinating (e.g., sending notifica-
tions or creating task lists), and community support (e.g., welcoming new users and
counting votes) [204].

The majority of research focuses on bots that protect against vandalism. Geiger and
Ribes for example, investigated the process of fighting vandalism in Wikipedia by
using trace ethnography [92]. They show how human editors and bots work together
to fight vandalism in Wikipedia. They conjecture that such distribution of concerns
to human and algorithmic editors might change the moral order in Wikipedia. Hal-
faker et al. show how a distributed cognitive network of social and algorithmic actors
works efficiently together to detect and revert vandalism on Wikipedia [113]. In an-
other study, Geiger and Halfaker investigated the impact of a counter-vandalism bot
downtime on the quality control network of Wikipedia and found that during this
downtime, the quality control network performed slower but was still effective [90].

Another piece of research focuses on how tools like these alter the dynamics of
editing and user engagement. Geiger shows how a subtle yet existing social norm
was transformed into a technological participant in a contentious manner [88]. He
refers to the example of the HagermanBot, which has been implemented to sign

2Parts of this chapter are already published in [67].
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unsigned discussion entries in Wikipedia. Halfaker and Riedl show that bots are
not only responsible for the enforcement of existing guidelines on a larger scale
but also that their activities can have unexpected effects. The number of reverts
of newcomers’ edits, for example, has elevated, while (surprisingly) the quality of
those edits has stayed almost constant. The authors show that editors increasingly
apply algorithmic tools for monitoring the edits of newcomers. In 2010, 40 percent
of rejections of newcomers’ contributions were based on this algorithmic tool [112].
This contradicts attempts of the community to engage more new editors. Moreover,
Geiger and Halfaker defined bots as “assemblages of code and a human develop” and
show that the bot activity is well aligned with Wikipedia’s policy environment [91].

The research suggests that bots are more critical to the success of the Wikipedia
project than expected previously, despite the reluctance of the Wikipedia community
to allow bots at the beginning [175]. Bots have a significant role in maintaining this
text-based KB, especially in fighting vandalism. As bots in Wikidata have their roots
in Wikipedia, we expect to see similarities between bots in both peer production
systems - Wikipedia and Wikidata. Before we look closer to see if the same areas
of use of bot activities emerge from Wikidata, we give an overview of the existing
insights into the bot community in Wikidata.

6.1.2 Bots in Wikidata
Wikidata inherited bots from its sister project Wikipedia and bots started edit-
ing Wikidata with its launch by linking Wikidata item pages to their respective
Wikipedia language pages. The current research on Wikidata bots shows that bots
perform most of the edits in Wikidata [298, 206]. Steiner, in his research, aims to
understand the editing distribution of editors on Wikidata and Wikipedia. He pro-
vides a web application to observe real-time edit activity on Wikidata for bots and
logged-in and anonymous users. The study shows that the number of bots vs. the
number of edits has grown in a linear form and most of Wikidata’s edits, i.e., 88%,
account for bot edits [298].

Müller-Birn et al. can confirm these insights in a later study by studying the commu-
nity editing patterns of Wikidata through a cluster analysis of contributors’ editing
activities. They determine six editing patterns of the participating community (i.e.,
reference editor, item creator, item editor, item expert, property editor, and prop-
erty engineer) and show that bots are responsible for simpler editing patterns, such
as creating items, editing items, statements, or sitelinks [206].

Further studies focus on how bot edits contribute to data quality in Wikidata. In
one study on Wikidata’s external references, Piscopo et al. find that the diversity of
external sources in bot edits is lower than in human edits [238]. In another study,
Piscopo et al. explore the influence of bots and human (registered and anonymous)
contributions on the quality of data in Wikidata. The research shows that equal
contributions of humans and bots have a positive impact on data quality, while
more anonymous edits lead to a lower quality [241].

Hall et al. analyzed these anonymous edits on Wikidata to detect bots in this group
that had not previously been identified in Wikidata. The study shows that two to
three percent of the contributions (more than 1 million edits), considered as human
contributions previously came from unidentified bots. They emphasize that it might
be a concerning issue for Wikidata and all projects relying on these data. Even if
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vandalism causes a small portion of these edits, the damaging effect on Wikidata
might be high [114].

This danger is reflected by Piscopo and Simperl, who highlights significant challenges
for Wikidata that might endanger its sustainability: Namely, a lack of quality control
because of the large amount of data added by bots, a lack of diversity because of
the usage of a few sources only and existing threats to user participation because of
bot usage [236].

Existing research focuses primarily on the activity levels of bots in Wikidata based on
their edits. Some work (e.g., [236]) conveys the impression that bots are independent
of humans. However, this ignores the fact that humans operate bots. The community
officially grants most bot activities in a well-defined process.

It is visible from the literature that bots are, so far, studied mainly from their activ-
ity angle both in Wikipedia and Wikidata. In Wikipedia, bots are used primarily for
quality assurance tasks, i.e., vandalism detection and maintenance tasks, for exam-
ple, removing/replacing templates on articles, while Wikidata’s bots are performing
tasks mostly related to content editing. A possible reason could be the structured
nature of Wikidata content, which is less challenging to deal with than the unstruc-
tured data in Wikipedia. It is intriguing to delve into the content editing activities
that bots have requested the most in Wikidata and which have been approved by
the community. While the increased content added through bots seems to improve
not just data diversity but also data quality in terms of completeness, it raises the
question of whether this data is sourced and contributes to data quality in terms of
trustworthiness. Additionally, it piques interest in understanding how these aspects
relate to data diversity. However, these inquiries fall beyond the scope of this study.
We delve deeper into the Request for Permissions (RfP) process for bots, outlining
which tasks are deemed useful by Wikidata’s community for bots, and in which cases
the community does not support a bot request.

6.2 Bots Social Organization in Wikidata

In the Wikidata context, bots are separate user accounts with special privileges that
are run by human users, as described in Section 2.1.2. Bots need to go through a
defined process to gain bot privileges which we explain in detail in the next section.

6.2.1 Approving Bot Tasks

In this section, we describe the bot approval process on Wikidata. The explanation
of our data collection and the details of the classification process are present in
Section 5.2. Here, we give an overview of the resulting dataset, the findings of this
study, and our implications.

6.2.1.1 Bot Approval Process in Wikidata

Requests for permissions (RfP) pages are a formal way of requesting bot rights for
an account in Wikidata, where the decisions are based on community consensus.
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Building on the experiences of the Wikipedia community, Wikidata has had a well-
defined policy system for bots almost from the beginning (November 2012)3. Except
for cases like editing Wikidata’s sandbox4 or their own user pages, every (semi-)
automatic task carried out by a bot needs to be approved by the community. It
means that before operators can run their bots on Wikidata, they have to open an
RfP for their bot5. The RfP is, thus, the formal way of requesting bot rights for an
account where the decisions on RfPs are based on the community consensus.

An RfP is caused by either an editor’s need or by a community request as can be
seen in Figure 6.1.

Figure 6.1: Example of a request from the Wikidata community for a bot

Such a bot request is well documented and available to all interested community
members on Wikidata.

Figure 6.2 shows a typical RfP page. It consists of a bot name6, an operator name
(bot owner), tasks (a brief description of what the bot intends to do), a link to
the source code, function details (a detailed description of bot tasks and sources
of imported data), and the final decision (RfP approved or not approved with a
reason).

bot name
operator name
task/s
code

function details

decision datedecision

Figure 6.2: Example of a Wikidata requests-for-permissions (RfP) page.

3https://www.wikidata.org/w/index.php?title=Wikidata:Bots&oldid=549166.
4Wikidata’s sandbox can be used for test edits: https://www.wikidata.org/wiki/Wikidata:

Sandbox.
5All open requests are available at www.wikidata.org/wiki/Wikidata:Request_for_

permissions/Bot.
6According to the bot policy, bot accounts are recommended to have the word bot in their names.

https://www.wikidata.org/w/index.php?title=Wikidata:Bots&oldid=549166
https://www.wikidata.org/wiki/Wikidata:Sandbox
https://www.wikidata.org/wiki/Wikidata:Sandbox
www.wikidata.org/wiki/Wikidata:Request_for_permissions/Bot
www.wikidata.org/wiki/Wikidata:Request_for_permissions/Bot
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Bot owners have to use a template for providing all information for the decision-
making process and need to clarify questions regarding their requests during the
decision-making process. They also often have to provide a number of test edits
(50 to 250 edits). The community handles RfPs in accordance with the Bot Ap-
proval Process7. The community discusses whether the task requested is needed
and whether the implementation of the task functions properly. After the decision
has been made, an administrator or a bureaucrat closes the request, if approved, a
bureaucrat will flag the account, and if not, the request is closed stating the reason
for the unsuccessful request.

After a successful request, each bot operator has to list the task the bot performs
with a link to the RfP on its user page. However, the bot operator is required
to open a new RfP if there is a substantial change in the tasks the bot performs.
Consequently, bots can have multiple requests which are shown on the user page.
Furthermore, in special cases, a bot is also allowed to carry out administrative tasks,
such as blocking users or deleting or protecting pages. In this case, the operator
needs to apply for both, the RfP and the administrator status8.

To learn more about bots, we analyze these RfP pages by developing a dataset
containing these RfPs. The details of the methodology for data collection and coding
is present in Section 5.2. Next, we provide an overview of our developed dataset
from the bot requests i.e., Wikidata-Requests-for-Permissions Dataset.

6.2.1.2 Task Approval Data

We collected 683 distinct requests from Wikidata as explained in Section 5.2.2; how-
ever, two of them are no longer available and, so, we excluded them. Of the resulting
681 requests, 600 requests (88%) were successful, and 81 (12%) were unsuccessful.

An average of five people participated in an approval request, for example, by taking
part in the discussion or stating the final decision. These people accounted for an
average of slightly above ten edits for each request.

Based on the requests collected and processing them through the classification
scheme in Section 5.2.3, we identified 391 distinct bots and 366 distinct bot op-
erators on Wikidata (cf. Table 6.1). Some operators applied for more than one task
for their bot in one request (e.g., update label, update description, update alias),
with five being the highest number. Furthermore, bot owners can operate more than
one bot. The majority of operators (319 editors) have only one bot, while three ed-
itors were running three bots and there was even one operator managing seven bots
simultaneously. Similarly, one bot can also be operated by more than one user, for
example, three editors were managing the ProteinBoxBot together.

6.2.2 Approved Requests
Exploring RfPs is a way to understand the intention of the Wikidata community
behind the usage of bots. Since bots are special accounts run by operators, we would
like to see how easy or difficult it is to create a bot, what types of tasks are allowed/
disallowed to be automated, and which data sources are the most popular among

7A detailed description is available at www.wikidata.org/wiki/Wikidata:Bots.
8Further information can be found at https://www.wikidata.org/wiki/Wikidata:Requests_

for_permissions/Administrator.

www.wikidata.org/wiki/Wikidata:Bots
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Administrator
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Administrator
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Table 6.1: Overview on task requests (n = 683, number of all task requests). Source:
Wikidata-Requests-for-Permissions Dataset.

Decision Result Requests No. of Bots Operators
Successful 600 323 299
Unsuccessful 81 68 67
Both 681 391 366

bots in Wikidata. This already provides a glance into the diversity of bot edits, i.e.,
how diverse tasks bots have requested and from how diverse sources they intend to
import data.

In this part, we show the types of activities which were approved, the sources they
used for editing, and the relationship between bots and their operators. We focus
on three aspects of the tasks: The activity focus, the activity type, and the origin
of the data used by the bots.

6.2.2.1 Activity Type and Focus

The activity focus considers what the bots have planned to edit in Wikidata. In
other words, are bot requests concentrated on certain activities or community allows
automation of all diverse activities human users perform in Wikidata?

As it is already known, within the Wikidata data model, items are composed of
various components on which we can engage in an activity referred to as edit focus.
Table 6.2 is created from the task requests and provides a view of these bot requests
aggregated by edit focus. The different categories in Table 6.2 represent the Wiki-
data item including the different components of an item based on Wikidata data
model 2.1.3. Additionally, we have a category that contains requested tasks that
are beyond the item scope.

Table 6.2 shows that a high number of task requests aim to edit items in Wikidata.
The number of approved task requests reveals that the majority of bots seem to
focus on adding data to statements in general and claims more specifically.

Figure 6.3 shows the distribution of approved tasks into activity types and edit
focuses. Again, the majority of task requests deal with the addition of data.

Furthermore, there are 30 requests dealing with community concerns regarding main-
tenance activities, such as archiving pages/ sections, moving pages, reverting edits,
removing duplicates, and generating statistical reports as some examples.

In addition to this, there are 24 requests concluded as unknown tasks, half of which
are written extremely briefly9 or in an unclear way10, so that it was difficult for us
to identify their potential tasks. Some other cases can only be classified to a specific
task based on particular assumptions, for instance, ShBot11 uses a Bot-Framework
QuickStatements12 to batch edits, which shows a great possibility of importing data
to statements. However, this tool could also be used to remove statements or import

9e.g., www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/Glavkos_bot
10e.g., www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/BotMultichillT
11www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/ShBot.
12Further information are available at meta.wikimedia.org/wiki/QuickStatements.

www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/Glavkos_bot
www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/BotMultichillT
www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/ShBot
meta.wikimedia.org/wiki/QuickStatements
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Table 6.2: Task requests categorized into edit focus, activity type, and the request
result (approved/denied) (n = 681, number of all task requests). Source: Wikidata-
Requests-for-Permissions Dataset.

Edit focus Activity Approved Denied
Item add 85 12

update 40 3
merge 6 1
mark-deleted 1 0

Term add 22 5
update 11 0

Label add 31 3
update 15 1
delete 1 0

Description add 33 5
update 10 1

Alias add 4 0
update 1 0
delete 1 1

Statement add 141 19
update 15 0
delete 1 1

Claim add 161 18
update 33 7
delete 13 3

Qualifier add 7 0
Reference add 9 3

update 4 0
delete 1 0

Rank update 1 0
Sitelink add 52 3

update 23 4
delete 1 0
merge 1 0
revert 1 0

Badge add 4 0
Page add 0 1

update 8 1
delete 1 0

Community maintain 25 5
Misc. −− 26 13

terms, so, there is still a challenge to identify the requests’ focus without analyzing
the edits. We categorized all tasks abiding strictly by our codebook, thus, all the
RfPs which needed assumptions are therefore classified as unknown.

We assumed that the data addition to Wikidata is related primarily to Wikidata’s
inception, i.e., that the majority of task approval would be more at the beginning
of Wikidata’s lifetime. However, Figure 6.4 shows that the most often requested
activity types in the first six months were ”add” and ”update”. At the end of 2017,
these two activity types were often requested again. We found the peak in 2017
for requesting tasks such as adding and updating items unusual and investigated it
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Figure 6.4: Activity types of approved task requests over time (n = 600, all 81 unsuccessful
task requests were not included). Source: Wikidata-Requests-for-Permissions Dataset.

further. Two operators13 carried out 31 requests in 2017 for importing items from
different languages. Since all these requests were permitted, it explains the sudden
acceleration of importing and updating tasks shown in the graph.

In the following step, we looked more closely at the sources of the data that bots
are supposed to add to Wikidata.

6.2.2.2 Data Origin

In addition to the types of tasks in RfPs, the sources from which data are imported
also exist in the RfP. Analysis of data sources can reveal if bots are used to import
data from multiple and diverse sources, or if the community allows data import from
certain sources only. We tried to identify all sources independently of the focus or
activity type in the classification of all task approval pages. We differentiate internal,
external, and unknown sources:

13Both editors are employed by Wikimedia Sverige and were engaged in a GLAM initiative.



112 6.2. BOTS SOCIAL ORGANIZATION IN WIKIDATA

Table 6.3: All internal, the top 10 external sources most used and unknown sources.
Source: Wikidata-Requests-for-Permissions Dataset.

Origin Source Task Requests

Internal (455)

Wikipedia 263
Wikidata 110
Wiki-loves-monuments 30
Wikicommons 13
Wikisource 5
Wikivoyage 4
Wikinews 2
Wikiquote 2
WikiPathways 2
Wikimedia Project 24

External (38)

MusicBrainz 8
VIAF 7
OpenStreetMap 4
DBpedia 4
Freebase 4
GRID 3
GND 2
GitHub 2
YouTube 2
Disease Ontology Project 2

Unknown Unknown 107

1. Internal: including all sources from the Wikimedia ecosystem,

2. External: All sources outside Wikimedia’s ecosystem, and

3. Unknown: All cases where the source of data was a local file/database or not
clearly stated.

Table 6.3 shows the number of tasks approved per data source. The majority of
approved task requests (454) deal with data from the Wikimedia ecosystem, with
Wikipedia providing most of the data. In addition to Wikipedia, the Wiki Loves
Monuments (WLM) initiative, is organized worldwide by Wikipedia community
members, and Wikimedia projects. The category Wikimedia project refers to re-
quests where the operator provided information on the source being restricted to
the Wikimedia projects’ scope, however, a specific attribution to one of the projects
was not possible.

Another important source refers to Wikidata itself. We found that only a small
number of these data are used in maintenance tasks14; the majority of requests are
for tasks, such as retrieving information from Wikidata, adding descriptions, and
updating or adding new labels by translating the existing labels in other languages.

There are 128 task approval requests related to the task of importing external data
into Wikidata. The most frequently mentioned external sources are MusicBrainz15

14Among 104 requests with a data source of Wikidata, there are 16 requests holding tasks of
maintenance, such as archive discussions or update database reports.

15MusicBrainz is an open and publicly available music encyclopedia that collects music metadata,
available at www.musicbrainz.org.

www.musicbrainz.org


CHAPTER 6. BOTS, DIVERSITY & WIKIDATA 113

100

So
ur

ce
s o

f a
pp

ro
ve

d 
ta

sk
s

80

60

40

20

0

internal
external
unknown

201
3-0

6

201
3-1

2

201
4-0

6

201
5-0

6

201
4-1

2

201
5-1

2

201
6-0

6

201
6-1

2

201
7-0

6

201
8-0

6

201
7-1

2

201
2-1

2

Figure 6.5: Sources of approved task requests over time (n = 600, all 81 unsuccess-
ful task requests were not included). Source: Wikidata-Requests-for-Permissions
Dataset.

and VIAF16 (cf. Table 6.3). Both sources are mainly used to add identifiers to
Wikidata items. Other external sources that are used to import data into Wikidata
are OpenStreetMap17, DBpedia18, and Freebase19.

As shown in Figure 6.5, the internal data sources have remained those most often
mentioned in the task requests. External sources and unknown sources are on the
same level and external sources show a slight increase over time.

Most data from Wikipedia comes from 43 different language versions (cf. Figure 6.6)
with English, French, German, Russian, and Persian being the top five languages.
The results show that bots’ contribution to certain languages had made these lan-
guages more prominent than others in Wikidata.

There is a total of 109 RfPs in total with unknown sources; 85 of them were approved;
some of these requests mentioned a local file or database as a data source. Other
RfPs are not adding data to Wikidata, but are, for example, moving pages.

Table 6.4: Top 5 most edited RfPs closed as unsuccessful.

Reasons #Edits #Editors Created Ref.
Data source, introduced errors 88 10 2018-03 [335]
Bot name, bot edits, bot performance 43 6 2015-12 [333]
Automatic adding of implicit statements 41 21 2013-04 [332]
Support from less active users, duplicate task 32 16 2018-03 [336]
Bot name, conflict with users, running with-
out flag

32 11 2014-10 [334]

16VIAF is an international authority file that stands for Virtual International Authority File,
available at www.viaf.org.

17OpenStreetMap is an open-license map of the world, available at www.openstreetmap.org.
18DBpedia is also a Wikipedia-based KG wiki.dbpedia.org.
19Freebase was a collaborative KB launched in 2007 and closed in 2014. All data from Freebase

was subsequently imported into Wikidata.

www.viaf.org
www.openstreetmap.org
wiki.dbpedia.org
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6.2.3 Disputed Requests

There are 81 RfPs in our dataset which were closed unsuccessfully. We wanted to
understand better why the community decided to decline these requests, thus, we
investigated the main reasons for all unsuccessful RfPs. Exploring the unsuccessful
cases can reveal the main reasons for rejecting a bot request and the openness of the
community in dealing with operators. We explored whether there are certain types
of tasks that bots are not allowed to perform or whether anyone can operate a bot
and can create any kind of bot they want.

Our data show that operators themselves are most commonly responsible for their
RfPs being rejected. Most of the time, operators were not responding to questions
in a timely manner or did not provide enough information when required. There are
only a few cases where RfPs were not approved by the community, i.e., no community
consensus was reached or the bot violated the bot policy. In one case20, for instance,
an editor was asking for bot rights for its own user account instead of the one for
the bot. This violates bot policy as operators are required to create a new account
for their bots and include the word ”bot” in the account name.

Table 6.5 shows the main reasons why tasks were rejected: RfPs which had already
been implemented by other bots (duplicate), or RfPs requesting tasks that were
not needed, such as one bot which wanted to remove obsolete claims related to the
property (P107)21 but there were no more items associated with P107.

Furthermore, RfPs were closed as unsuccessful because the community could not
trust the operators’ behaviors. One bot, for example, has requested many RfPs
which were not accepted. The community was questioning its editing behavior and
required this user to gain community trust first. It can be seen that unsuccessful
closing is not only related to the task types that users had requested. MechQuester-
Bot [337] is another bot that wanted to add descriptions to villages of China in

20www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/Florentyna.
21P107 was a property representing GND type.

www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/Florentyna
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Chinese and English. The RfP was not approved after a number of questions were
asked by the community, and the community blocked the owner for sock-puppetry
finally. BotMultichill [330], on the contrary, was approved after many support and
opposing opinions of the community. The operator had claimed to be one of the
maintainers of Pywikipedia and had experience operating about a dozen bots and
several million edits. The RfP was not for asking for any specific task but instead
for playing around with Wikidata. While there were opposing opinions against un-
conditional blanket approval, there were many supporting opinions by community
members who knew the operator, and finally, the bot was approved.

In the following, we describe six RfPs which were edited and discussed most of all
(cf. Table 6.4). We defined the number of edits on an RfP page as a proxy for
”challenging” cases.

Phenobot [335] was asking for correcting species names based on the UniProt Tax-
onomy database. The community doubted the data source (UniProt Taxonomy
database) and insisted on more reliable information. The bot has introduced some
error reports, therefore, the community had to ask for edit rollbacks. Since then
the operator has been inactive for two years which, finally, led to this request being
closed unsuccessfully.

WikiLovesESBot [336], which wanted to add statements related to Spanish Munici-
palities from Spanish Wikipedia, gained continuous support from nine users until a
user asked for more active Wikidata users to comment. After this, one active user
checked the bot contributions and pointed out that this bot was blocked. Moreover,
another active user figured out that this request was asking for duplicate tasks since
there was already another user also working on Spanish municipalities. The RfP
remained open for about half a year without any operator activities and came to a
procedural close.

Another remarkable case is VlsergeyBot [334], which intended to update local dictio-
naries, transfer data from Infobox to Wikidata, and update properties and reports
in Wikidata. At first, the account was named “Secretary” which was against the bot
policy. After a community suggestion, it was renamed to “VlsergeyBot.” After that,
a user opposed the request and said “Vlsergey‘s activity generates a number of large
conflicts with different users in ruwiki” and then another user stated that “maybe
you have a personal conflict with Vlsergey” and discussions looked like a personal
conflict. The community, then, considered whether this account needed a bot flag,
and found that the bot was already running without a bot flag for hours and even
broke the speed limit for bots with a flag. The operator promised to update his
code by adding restrictions before the next run. Finally, the operator withdrew his
request stating that he ”does not need a bot flag that much”.

ImplicatorBot [332] was designed to automatically add implicit statements to Wiki-
data. Implicit statements are relationships between items that can be inferred from
existing relationships. For example, a property of an article that says that a famous
mother has a daughter implies that the daughter has a mother, even though it is
not yet represented. The task sounds fairly straightforward, but the community
was reluctant to approve it because of the possibility of vandalism. Also, changes
to properties are still common, and such a bot could cause a tremendous amount
of additional work in the case of those changes. Even after the operator shared
his code, the discussion continued with the highest number of editors discussing a
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Table 6.5: Main reasons for unsuccessful task requests (n = 81, number of unsuc-
cessful task requests). Source: Wikidata-Requests-for-Permissions Dataset.

Reason Description Freq.
No activity from the
operator

Operators are not active or do not respond to the
questions regarding their bots.

35

Withdrawn Operators wanted to close the requested task. 14
Duplicate Requested tasks are redundant and are already done

through other bots or tools.
9

No community consen-
sus

Community opposed the requested tasks. 6

User not trusted Operator has questionable editing behavior and abil-
ity to fix any bugs introduced.

6

Task not needed Tasks do not need a bot or are not a significant prob-
lem for the time being.

5

Don’t need a bot flag The requested tasks can be performed without a bot
flag.

3

No info provided The fields in the RfP page are left empty. 2
Against bot policy Task is not in line with bot policy. 1

request (i.e., 21), and the maintainer eventually stated that he was ”tired of the
bickering. Despite the community’s insistence that it needed the task, the operator
withdrew it.

Similar to ImplicatorBot, Structor [333] was withdrawn by the operator because the
operator was ”tired of bureaucracy.” The bot wanted to add claim, label, and de-
scription, particularly to provide structured information about species items. There
were many questions raised by a small number of community members (i.e., a to-
tal of six different users participated in the discussion), including the bot name, the
source of edits, duplicate entries, the edit summary, and edit test performances. The
operator was actively responding to all these questions. However, the whole process
was so surprisingly complex (the discussions continued for over seven months from
the start, that the operator was inactive for a long time, then withdrew his request.

Requests denied because the user is not trusted, are also interesting. ElphiBot22 [331],
for example, which is managed together by three operators, sent a request along with
the source code for updating the interwiki links in Wikidata after the category in
Arabic Wikipedia has been moved. The community preferred, however, someone
who is more responsible and more familiar with the technical aspects of Wikipedia
and Wikidata. What concerned the discussants most was that the operators were
not capable enough to fix the bugs introduced by their bot. The community did not
feel comfortable approving this request because the operators’ treatment for fixing
bugs was simply to reverse the mistakes manually. The requirement to run a bot
should not only be to know how to code but surely also to respond in a timely
manner and notify those who can fix the issue.

22This RfP has a total of 29 edits and 8 editors contributed in the discussions.
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6.2.4 Bots and Wikidata Community
Bots’ performance in Wikidata has been very bold, hence, we explored bots from
a social lens to know what kind of tasks the community allows to be automated or
shared with bots.

Looking at the type and focus of the tasks that were mentioned most often in
RfPs, we found that the dominant request type over time is “adding data.” This
observation suggests that Wikidata’s community uses bots to increase the coverage
of the provided data which aligns with the vision of the Wikimania Foundation23.
Updating data is the second highest requested task which shows bots also take part
in correcting mistakes or refreshing data according to changes (e.g., updating the
sitelinks of moved pages) and contribute to data completeness, which is defined as
one data quality dimension [65].

However, we were surprised that there were fewer requests regarding adding or
updating references that could support the trustworthiness of data imported by
bots. This result supports existing analyses on the edit activities of bots [238].
However, it would be interesting to bring these two lines of research together - the
task approval and edit perspective - to understand more closely the development over
time. Thus, we can infer that bots are allowed to assist the Wikidata community in
increasing data coverage, however, this is less visible from the source coverage angle.
In comparison to Wikipedia, where bots perform primarily maintenance tasks, bot
requests in Wikidata concentrate mainly on the content, i.e., data perspective.

The majority of data sources mentioned in RfPs come from insideWikimedia projects,
mainly Wikipedia (cf. Section 6.2.2.2). This observation implies that Wikidata is
on its way to serving as the structured data source for Wikimedia projects, one of
the main goals for the development of Wikidata. Among the five most commonly
used language versions of Wikipedia, namely English, French, Russian, German, and
Persian (cf. Figure 6.6), the first three languages exhibit the prevalence of Western
knowledge in bot imports. This observation suggests that bots might play a role in
the imbalanced language coverage in Wikidata, aligning with earlier findings that
highlighted the dominance of Western languages in Wikidata [142]. Consequently,
we can infer that the better coverage of these languages compared to others could
be attributed to the presence of bots, as language coverage is not necessarily linked
to the number of speakers [142]. This further supports our assumption that bots
possess the potential to influence data balance within Wikidata.

We can see from the external sources that bots use these sources mostly for importing
identifiers (e.g., VIAF) or for importing data from other databases (e.g., DBpedia,
Freebase). This insight supports Piscopo’s [236] argument that bot edits need to be
more diverse. We suggest that further efforts should be made to import or link data
from different sources, for example from research institutions and libraries. With
the increased usage of the Wikibase software24, we assume that more data might be
linked or imported to Wikidata. Our classification revealed that bots import data
from local files or databases already. However, such data imports often rely on the
community trusting the bot operators and do not seem large-scale.

23Information on Wikimedia strategy can be found on: https://wikimediafoundation.org/
about/vision/.

24Wikibase is based on MediaWiki software with the Wikibase extension https://www.
mediawiki.org/wiki/Wikibase.

https://wikimediafoundation.org/about/vision/
https://wikimediafoundation.org/about/vision/
https://www.mediawiki.org/wiki/Wikibase
https://www.mediawiki.org/wiki/Wikibase
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The requested maintenance tasks within the RfP show similar patterns to those
in the Wikipedia community. Bots are being used to overcome the limitations of
the MediaWiki software [112]. An administrative task, such as deletion, is not
often requested in RfPs. However, bots on Wikidata are allowed to delete sitelinks
only. Similar to Wikipedia, the Wikidata community comes closer to a common
understanding of what bots are supposed to do and what not.

The issue of unknown tasks, which was not clearly defined in RfPs, shows the trust
the community has in single operators, probably due to their previous participation
history. There is a noticeable number of approved RfPs which we coded as unknown
due to their vague task description, while there are also cases where task descriptions
were clear, but the community did not trust the operators and, thus, they were not
approved. These two observations indicate that trust is also given importance by
the community in addition to their defined policy and procedures.

The success rate of RfPs is relatively high since only a small number of RfPs are
closed as unsuccessful. Our findings show that among the 81 unsuccessful RfPs,
only some of the RfPs were rejected by the community directly; the majority of
them were unsuccessful due to the reason that the operators were not responding or
had withdrawn the request. Therefore, the operator’s inactivity is a higher reason
for failure than community refusal. In some cases (i.e., the RfPs discussed most)
we can see that the community considers every detail of the tasks and then comes
to a decision, however, in some cases, they approve the request without a detailed
discussion, as can be seen in the cases of unknown tasks and unknown sources.
This result could indicate that in addition to the defined procedure for RfPs, the
community applies a more flexible approach when deciding on RfPs considering the
context (e.g., editor experience) of the application into account.

In essence, the high approval rate of RfPs indicates that the Wikidata community
holds a positive and felxible stance towards bot operations within Wikidata, show-
ing a willingness to harness task automation through bots. While the community
permits a diverse range of content editing tasks to be undertaken by bots, the pri-
mary role of bots has been that of importing data from various Wikipedia language
versions. The Wikidata community has effectively capitalized on the experiences of
the Wikipedia community, successfully establishing efficient human-bot processes in
a relatively short span of time.

6.2.5 Summary of Bots from a Community Perspective
Bots are the most actively editing group in Wikidata and, despite this, we know
very little about them. As a first step to understanding this user group, we studied
the formal process of requesting bot rights in Wikidata to find out why bots are
created and what kind of task types are allowed to be automated by bots. Our
study provides a detailed description of the RfP process. We retrieved the closed
RfPs from the Wikidata archive up to mid-2018. We defined a scheme, in the form of
a codebook, to classify the RfPs and developed our dataset. The RfPs were studied
mainly from two perspectives: 1) What information is provided during the time the
bot rights are requested, and 2) how the community handles these requests.

We found that bots are created on community demand or the operator’s will. There
is a defined mechanism for asking for bot rights for an account. The main tasks
requested are adding claims, statements, terms, and sitelinks into Wikidata which
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means that bots in Wikidata are capable of performing content editing tasks like
human users and they are created to import content into Wikidata. The main
sources of bot edits having their roots in Wikipedia show that so far bot operators
tend to focus on importing from Wikipedia and are not creating bots that would
import from more diverse data sources. This could be an indicator of concern about
the diversity of sources in bot edits. Overall, this contrasts with Wikipedia where
bots are performing mostly maintenance tasks. Our findings also show that most
of the RfPs were approved and a small number of them were unsuccessful mainly
because operators had withdrawn or there was no activity from the operators. Hence,
the Wikidata community is open to automation and anyone who can display the
ability and provide a convincing reason, can apply for bot rights and operate bot
accounts. In other words, the community is open to all but wants to ensure anyone
asking for bot rights has the potential to fix problems caused by their bots.

Next, this research will focus on analyzing the actual activities of bots and com-
paring them to the results of this study to determine whether bots are effectively
performing the tasks assigned to them. However, our primary goal is to examine
the editing behavior of bots in comparison to that of human editors, and specifically
to investigate whether bot edits have a distinct impact on the diversity of data in
Wikidata. As mentioned earlier, we have observed data imbalance in Wikidata do-
mains, and it is known that bots request similar tasks as human users. Our current
objective is to explore whether bots execute edits akin to human users, or if dis-
tinctions in bot edits contribute to the data imbalance observed in various domains
within Wikidata.

Furthermore, this analysis will provide insights into the evolution of bots over time
and shed light on whether the community effectively controls bot activities based on
their permitted tasks, or if these bot accounts are capable of making edits beyond
their designated permissions.

6.3 Bot Activities and Contributions in Wikidata

Earlier, in the findings of Section 6.1.2 we saw that operators (i.e., human users) ask
bot privileges to add or update data at a higher speed. However, the fact that all
of these bots are still active and perform their requested tasks is yet to be explored.
Especially, it is unknown which of these approved bots remained active and which
slept after performing the requested tasks. For this reason, here we look at the
actual Wikidata revision history to find out what bots actually do in Wikidata in
comparison to human users. This will serve as the basis for understanding the
diversity of bot edits in Wikidata, i.e., how diverse activities they perform, how
diverse topic domains they edit, and how their contributions might impact the overall
diversity of Wikidata.

In the previous section, we looked at bot-requested tasks or edits from the two angles
of activity type and edit focus to know which activities are most popular to be shared
with bots and which parts of the Wikidata data model is considered to be edited
mainly through automation. Following this pattern, we want to look at actual edits
in Wikidata and compare bot and human edits from activity type and edit focus
angles which together make an edit type. This way we can explore the diversity of
edits based on the different edit focuses or the variety of activity types used.
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Table 6.6: Number of revisions, users, and items per user group. The tool users
can also appear in the registered and automatic contributions, since users that made
semi-automatic contributions only are 201, 854 tool users that were active as humans
as well, and 31 tool users also appear as bots. In parenthesis, the relative number
is given. Source: Wikidata Revision History Dataset.

# Users # Revisions # Items
# Anonymous contributions 12,728 (0.33) 40,296 (0.01) 11,555 (0.02)
# Registered contributions 24,252 (0.63) 1,705,674 (0.44) 187,803 (0.30)
# Semi-automatic, reg. cont. (tools) 1,086 (0.03) 1,399,897 (0.30) 215,543 (0.34)
# Automatic, reg. cont. (bots) 274 (0.01) 2,431,409 (0.25) 212,551 (0.34)

38,340 5,577,276 627,452

Here, we will explain the Wikidata edit history and our reasons and approach to
preparing our dataset out of this data. Further, we will present the results with
a focus on a comparison of human and bot users’ behaviors. We will sum up this
section with what we learned and what next steps to take.

6.3.1 Wikidata Edit History
Wikidata stores every edit made by every contributor at any time in its edit history
as revisions25. Each edit is stored along its metadata and is available for access and
utilization in the form of dumps26 or through Wikimedia Toolforge27. We explore
this edit history to inspect the Wikidata contributing community through the lens of
their edits, with a focus on bot contributions. A detailed description of the Wikidata
Revision History Dataset creation process is provided in Section 5.3. Below, we
present our findings and discussions starting with providing a statistical overview of
this dataset.

6.3.1.1 Overview of Our Sample

Developing a dataset out of the revision/ edit history of Wikidata was a long and
rather effort-taking process which is already explained in Section 5.3.

After the data pre-processing step we identified four user groups based on their level
of automation which are humans, tools, bots, and anonymous. Table 6.6 shows a
summary of the identified user groups, the number of users in each user group, their
edits in terms of the number of revisions each user group performed, and the number
of items each user group contributed.

In Table 6.6 we can see that users identified as bots are only 1% of the total users (i.e.,
274) in comparison to other user groups in our sample, while, humans contributors
make 63% of the whole users. Nevertheless, we can observe that bot edits, in terms
of the number of revisions and items, are nearly double that of human users.

25The Revision table of the MediaWiki database stores metadata related to each edit on Wiki
pages. https://www.mediawiki.org/wiki/Manual:Revision_table[Accessed 01.03.2023]

26Wikidata database dumps: https://www.wikidata.org/wiki/Wikidata:Database_
download[Accessed: 01.11.2020]

27Toolforge is a hosting environment for Wikimedia-related software. Further information is
available at: https://tools.wmflabs.org[Accessed:06.12.2019]

https://www.mediawiki.org/wiki/Manual:Revision_table
https://www.wikidata.org/wiki/Wikidata:Database_download
https://www.wikidata.org/wiki/Wikidata:Database_download
https://tools.wmflabs.org [Accessed: 06.12.2019]
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The tool is the second user group which, despite fewer users, has a high contribution
rate. On the opposite side, is the anonymous user group which has users much more
in number than the bot and tool user groups, but a much lower contribution level
than both of the mentioned users. In this regard, it can be inferred that human and
anonymous user groups, while having a larger number of users, primarily engage in
manual edits, leading to lower contribution levels. Conversely, the bot and tool user
groups, comprising fewer users, exhibit the highest contribution levels due to their
automation capabilities, allowing for automated and semi-automated edits. In total,
our dataset consists of 38,340 users from the mentioned four user groups, 5,577,276
revisions of 627,452 items.

From these revisions, we extracted edit types which consist of two parts, i.e., activity
type and edit focus (cf. Table 5.2 on page 100). Therefore, we could aggregate the
edits using activity type and edit focus to have a glance at the user groups from
their edits angle and explore how diverse edits they perform.
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Figure 6.7: An overview of Edit types per user group (aggregated by edit focus).
Source: Wikidata Revision History Dataset.

Figure 6.7 provides an overview of the edit types per user group, aggregated by
four main edit focuses, and demonstrates that almost all edit focuses are edited by
all user groups, yet one user group stands out with the majority of revisions (cf.
Table 6.6). Among the 34 edit types depicted in Figure 6.7, only four edit types
(i.e., update_alias, set_term, update_rank, and protect_item) are not performed
by bots, in contrast to humans who engage in all of these mentioned edit types. This
suggests a similarity in the usage of edit types between humans and bots, albeit
with variations in the volume of edits. Nevertheless, delving deeper into the data
is necessary to ascertain the true nature of the similarities and differences between
these user groups.

In the upcoming sections, our focus shifts towards a comparative analysis of edit
types employed by bots in contrast to other user groups, particularly humans. More-
over, we conduct a comparison of the editing patterns of these user groups, exploring
both the volume of edits and the utilization of different edit types, aiming to gain
insights into the task similarities and differences between humans and bots.
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6.3.2 User edits in Wikidata
In this section, we delve into the findings in a more detailed manner to gain a
comprehensive understanding of how bots contribute to Wikidata and how their
editing behavior compares to that of other users.

Figures 6.8 and 6.9 illustrate the distribution of edit types among user groups from
the perspectives of activity type and edit focus. This visual representation highlights
the varying contribution levels of different user groups across different edit focuses.
For instance, we see that statement and item received higher editing volumes than
alias and sitelink. Similarly, there is a noticeable concentration of effort on certain
activities, such as add, create, and update which appear to be the most prevalent.
This suggests that the Wikidata community has primarily directed its efforts towards
adding content to the platform. Overall, we observe that all user groups engage in
nearly all of the activities within the specified edit focuses. However, differences in
edit volumes among these user groups persist, making it challenging to definitively
ascertain similarities or differences based solely on these visualizations. Given our
interest in understanding the editing behavior of these user groups, with a particular
focus on bots, our next step involves comparing these user groups in more detail.

6.3.2.1 Edit focus Contributions

The edit focus refers to specific parts of an item, as outlined in the Wikidata data
model (refer to Section 2.1.3 on page 15), where various activities can be executed.
For example, the activity add can be carried out on the edit focus alias.

Figure 6.8 provides a summarized representation of edits per edit focus conducted
by each user group. While the figure illustrates that all user groups contribute
to edits in each edit focus, it is evident that bots are most active in the areas of
items, references, claims, and terms. Conversely, humans predominantly perform
edits within the alias, statement, and sitelink edit focuses. Tools have shown to
be actively editing the description, label, and qualifier focuses, while, anonymous
users had no dominance in any of the mentioned edit focuses. Once again, it is
not possible to pinpoint any commonalities or disparities between these user groups
from these visualizations at this point.

6.3.2.2 Activity Type Usage

Activity types refer to the specific edits or actions performed by a user, such as
creating or removing (cf. Table 5.3 on page 101 for more details). Figure 6.9 is a
visual representation of who performed which activities in our dataset. According
to this figure, bots have carried out most of the activities related to creating, remov-
ing, setting, and updating activity types on Wikidata data. Tools exhibit similar
behavior to bots when it comes to the “add” activity. Humans, apart from being
visibly active in performing various activities, have demonstrated the highest level
of engagement in maintenance activities such as merging, protecting, and reverting.
On the other hand, anonymous users do not exhibit a dominant activity type and
have shown the least participation in each activity category.

Overall, it is evident that all user groups engage in nearly all activity types and edit
focuses. However, maintenance-related tasks, though fewer in number, are exclu-
sively carried out by humans. However, these results alone do not provide insight
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Figure 6.8: User edits aggregated according to their editing focus. Source: Wikidata
Revision History Dataset.

into how these user groups compare to each other. Therefore, a more elaborate
mechanism is needed for this purpose, as elaborated in the following section.
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Figure 6.9: Activity types per user group. Source: Wikidata Revision History Dataset.

6.3.2.3 Comparison of Wikidata User Groups

In this section, we statistically assess the similarity or difference of edits among
Wikidata user groups. This assessment is based on their edits that are available as
revisions inWikidata Revision History Dataset. In this dataset, we have identified 34
different edit types (cf. Table A.3 on page 164) which are used in different amounts
by the user groups Anonymous, Bot, Human, and Tool. Since the overview of our
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dataset shows the usage of almost all edit types by all user groups, our hypothesis
is that all user groups perform similar edits in Wikidata and are not different from
each other. There are many methods that could be used to assess this hypothesis
and compare these user groups, however, due to the criteria of our dataset, explained
below, we used the Chi-squared test.

Our data is categorical and we have two variables which are user group (Anonymous,
Bot, Human, and Tool) and edit type (the 34 mentioned edit types in Table A.3 on
page 164). Both of these variables consist of categories and do not follow any intrin-
sic ordering. A method that can find differences between groups with categorical
variables and frequency values is the Chi-Squared Test [74]. We inspect if the usage
of edit types is dependent on the user groups or not. As our study evolves around
the editing patterns of humans and bots, here we focus on these two user groups.
In other words, do Human and Bot user groups differ from each other based on the
usage of edit types or not? For this reason, we use the Chi-square independent test
and define the null hypothesis H0 stating no relation between the user group and
edit type, and the alternative hypothesis H1 that states dependence between the
user group and edit type. The result of the Chi-square independent test confirms
one hypothesis and rejects the other.

We examined the relationship between user groups (Human, Bot) and edit types
(31 of the 34 edit types28 in Table A.3) using the Chi-square independent test after
verifying it’s assumptions (the observations/ edits were drawn independent from the
user groups and the values in each cell were larger than 5). A p-value less than 0.05
is an indicator of statistical significance.

The result of the Chi-square independent test rejects the null hypothesis and shows
a significant association between the edit types and user groups in Wikidata, i.e.:

X2(30) = 1101760, p < .001

This means that the editing behavior (i.e., edit type usage and edit volume) is
significantly different between humans and bots considering the one in a thousand
chance of results being random. This behavior can also be seen if we look in detail
at edit types over time for each user group.

This difference is not visible in a general overview of the edit types per user group (cf.
Figure 6.7). A detailed look into a single edit type may reveal the difference between
user groups in using each type and shed light on how each user group contributes to
this edit type, showing the editing behavior of each user group. Hence, we can see
if the amount of edits is the only differentiating factor between the user groups or
we can spot further factors as well. To visualize this difference we take add_alias,
the first edit type in Figure 6.7, and compare each user group editing patterns per
month from 2012 till the end of 2019.

As can be seen from Figure 6.10, user groups Bot and Tool that perform automated
edits have similar editing patterns over time. They have highly active months and at
the same time many inactive months. On the other hand, Human and Anonymous
user groups that perform manual edits also have similar editing patterns per month.
The later user groups perform more steady editing volume over time and have no

28We excluded three of the edit types (set_term, update_alias, update_rank) which had zero
values, before performing the Chi-square independent test to meet the assumptions of this test.
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Figure 6.10: Comparison of user groups in the usage of add_alias edit type over
time. Source: Wikidata Revision History Dataset.

inactive months. Nevertheless, this edit type (i.e., add_alias) is one of the few edit
types where the user group Human has the highest edit volume, therefore, it might
not represent the majority of edit types where bots are more active than other user
groups. For this reason, we look at Figure 6.7 and select create_statement edit type
for a detailed editing pattern of user groups over time. Create_statement seems
the best candidate because all of the user groups have visible participation levels
and, in particular, the user groups Human and Bot have rather similar levels of
participation.

Figure 6.11: An overview of create_statement edit type per user group over time.
Source: Wikidata Revision History Dataset.

In Figure 6.11, each user group exhibits distinct patterns of behavior. The user group
Anonymous maintains a consistent level of edits, remaining below 1,000 revisions
per month over time, mostly hovering around 100. The Tool user group began its
revisions at the beginning of 2016 and maintained a steady pace of around 10,000
over time. However, when observing the user groups Human and Bot, Figure 6.11
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does not provide a clear distinction. Thus, we examine their revisions of the edit type
create_statement more closely in Figure 6.12. Here, we can observe that humans
exhibit a relatively stable editing pattern each month, with some fluctuations but
no instances of zero activity. In contrast, bots display significant peaks in certain
months, accompanied by periods of very low activity or even no activity at all.

Figure 6.12: An overview of create_statement edit type per user groups human and
bot over time. Source: Wikidata Revision History Dataset.

Although the edit type of create_statement has similar levels of activity for humans
and bots, Figure 6.12 shows similar results with the Figure 6.10. This means that
bots perform batch edits at certain points in time and after that, they are not
active until the next time they are supposed to perform a massive editing session.
As bots perform the edits that are uniform and run through scripts, these massive
editing sessions perform the same edits for all items. Even the rate of introducing
errors is high in such automated edits and could cause the entire edits to revert.
Conversely, the regular manual edits carried out by humans each month, despite
their lower editing volume, could suggest that humans exhibit a more open and
consistent editing behavior. For instance, we notice three notable peaks in human
edits, occurring around the months of December and January, likely coinciding with
holiday periods when contributors have more available time for engagement.



CHAPTER 6. BOTS, DIVERSITY & WIKIDATA 127

6.3.3 Bots in Wikidata Context
In the Wikidata community, both human and bot users are actively contributing
to Wikidata and performing shared edits. This highly active contribution of bots
in Wikidata makes the Wikidata community unique and provides the opportunity
to look into how machines could influence a system when performing shared tasks
with humans. Machines were developed to solve certain issues and their success is
measured by how well they fulfill their tasks, nevertheless, these machines might have
unintended impacts on the environment they operate [249]. Since these machines
are part of the human ecosystem, it’s inevitable that humans are not affected by
machine behavior, so to fully understand machine behavior and their possible side
effects on an environment, machines need to be studied from the context of their
operation and social environment [249].

In this section, we have offered a comprehensive description of bots within the con-
text of Wikidata. As previously discussed, our findings indicate that the Wikidata
community is highly receptive to bots, with requests for bot accounts being rarely
denied. However, sometimes the bot account privileges are granted after long discus-
sions which makes the requesting side lose interest in operating the bot and decide to
withdraw. This shows that the community wants to ensure the integrity of data in
Wikidata when allowing automation, as automation can create a mess if not handled
properly and would need extra efforts to revert any unwanted changes.

Although the Wikidata community is a group of volunteer editors who can come
from any origin with any background, discussions in the bot approval process show
that sometimes requests are approved without detailed enough information regard-
ing the bot tasks29 or any discussions by the community30 because decision-makers
know the operator31. On the other hand, some requests are discussed in very de-
tail when the community is not sure of operators’ technical abilities to handle the
bot32 or rejected when the operators could not prove to be trusted for their abili-
ties33. Hence, it seems that the community only allows experienced programmers
to operate bots because operating a bot requires programming skills. In essence,
bot operators are required to possess advanced programming skills. They not only
create and deploy their bots but must also troubleshoot them in case of unexpected
issues. Consequently, this implies that the majority of content added to Wikidata is
determined by a limited group of operators. Most of these operators are computer
scientists hailing from Western societies where Wikidata enjoys popularity. Thus,
while the Wikidata community welcomes bots, it imposes certain criteria on their
operators. This suggests that bot-generated edits tend to reflect the perspectives of
their professional operators and may be less diverse compared to contributions from
human users with a wider range of backgrounds.

Theoretically, Wikidata should be diverse enough to reflect world knowledge because
it has the ability to store all of the possible statements related to every single item.
However, relying on the ability only doesn’t ensure the diversity of knowledge in

29https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/Svenbot
30https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/Svenbot
31https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/

BotMultichill
32https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/JWbot
33https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/

PokestarFanBot_5

https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/Svenbot
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/Svenbot
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/BotMultichill
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/BotMultichill
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/JWbot
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/PokestarFanBot_5
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/PokestarFanBot_5
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Wikidata since data comes in a collaborative manner from a volunteer community.
This means the knowledge in Wikidata is heavily dependent on the editors who con-
tribute this data to Wikidata. The more editors with diverse backgrounds, the more
diverse topics, and statements to expect in Wikidata. Nevertheless, the existing little
knowledge about the Wikidata community makes it challenging to get an overview
of the Wikidata diversity status. Further, the clues of bot edits’ dominance in the
existing research also raise concern regarding diversity in Wikidata as less than 500
automated accounts (i.e., bots) outshines the edits of more than 20K active human
users. In other words, views of less than 500 bot operators overshadow the views or
topics of interest of more than 20K users in Wikidata. Questioning the diversity of
knowledge in Wikidata means questioning the success of Wikidata in achieving its
overall goal of becoming the world KB. Answering this question requires a thorough
understanding of the Wikidata community, especially the most active editors with
the majority of edits which in the case of Wikidata are bots.

Upon examining our sample from the Wikidata revision history, we find that bots
execute their designated tasks as requested. This indicates that the Wikidata com-
munity closely monitors bot edits and can prompt reverts if any malicious activities
are detected. In contrast to Wikipedia, where bots primarily engage in maintenance
tasks while human users handle edits, the dynamics are somewhat different in Wiki-
data. Here, bots tend to undertake content editing tasks, whereas humans focus
more on maintenance activities. This trend can be attributed to the structured
format of data in Wikidata, which lends itself well to bot-driven data entry. As
a result, the convenience of this approach has led operators to increasingly utilize
bots, resulting in their dominance over edits originating from human users.

Bots’ focus on creating, updating items, and adding statements and references indi-
cates their positive role in populating Wikidata with fundamental content, preparing
it for a broader range of edits from various user groups, especially humans. Some
tasks are exclusive to human users due to their nature requiring manual updates,
like the update_rank edit type depicted in Figure 6.7. The automation of edits
holds the potential to reshape the diversity and balance of items and their contents,
potentially influencing the overall data diversity within Wikidata.

Bot edits are significantly different from human users, so we can expect that their
edits leave a different impact on the diversity of data in Wikidata in comparison to
human users. If used with the purpose of overcoming the data gaps, automation can
serve to increase diversity in domain/class and item levels by adding a variety of
items and statements for a higher variety and more balanced data across Wikidata
domains and classes. Alternatively, automation could lead to an increased concen-
tration of data in specific areas, even if those areas aren’t universally relevant or
reflect the interest of people worldwide, as is currently the case.

Thus, we can infer that bots might have contributed to the concentration of data
in specific domains/classes, resulting in an imbalanced data coverage across various
Wikidata domains. With this in mind, we delve into bot edits from a diversity
perspective, investigating their involvement in Wikidata domains to determine if
bots are indeed contributing to the low diversity observed in these domains.
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6.4 Bots and Diversity in Wikidata

In this study, we observed that Wikidata is a collaborative KB with the goal of re-
flecting world knowledge. However, we noticed that the Wikidata community heav-
ily relies on algorithms for importing large amounts of data into the platform. Our
earlier findings unveiled an uneven distribution of content among different topical
domains. Concurrently, existing research highlights the prevalence of specific lan-
guages over others within Wikidata. Interestingly, our findings illustrate that these
dominant language versions in Wikipedia are frequently referenced in Wikidata bot
requests. This implies that bots may be contributing to the observed language im-
balance in Wikidata, further underscoring the potential influence of bots on the
platform. While bots have successfully carried out their intended tasks and con-
tributed substantial amounts of data, it is crucial to investigate the unintended side
effects that extensive automated edits may have had thus far. We need to determine
whether bots are responsible for the aforementioned data imbalances in Wikidata
and understand the potential consequences of their actions.

With a huge amount of edits coming from bot accounts, we get the impression
that bot operators’ edits are dominating other human user account edits, while,
bot accounts should have mainly been used to perform repetitive or time-consuming
tasks to enhance human efficiency. Despite the fact that bots are run by human
operators and ultimately humans are responsible for bots’ behavior, the rights these
accounts have and the way they edit Wikidata make them different from other
human users. Therefore, we saw a significant difference between humans’ and bots’
edits in the Wikidata edit history. This could influence the goal of Wikidata for
representing world knowledge, as the edits of a very small group of users (i.e., bots/
bot operators) can cause the edits of thousands of human users to get overlooked.
In addition, the reason behind such imbalanced contributions can be sought in the
contributing community and their contribution patterns. Especially, when concerns
from low diversity of bot edits [235] already exist.

In our proposed concept for measuring diversity in Wikidata, we have mentioned that
editor diversity can be measured considering different factors like user background,
roles, experiences, usage of edit types, and contribution in topical domains as some
possible differentiating factors for diversity measurement in Wikidata. Choosing one
factor over the other depends on the research question and the angle from which
we want to measure editor diversity. In the Wikidata literature, editor diversity
remains a blind spot and we know very little about Wikidata editors in general
and in particular from a diversity angle; despite the unique community Wikidata
has with very active contributions coming from bots. Since we are interested in
understanding the effect of bot edits on diversity, we look at the editing behavior of
Wikidata editors in the Wikidata edit history. We examine editor contributions in
the topical domains to find out the answer for who is responsible for most of the edits
in the topical domains. We, additionally, look into how humans and bots use edit
types in the Wikidata domains to know more about bot behavior and their effect on
Wikidata domains. Bots have the right to perform batch edits at higher speeds than
humans, therefore, we want to explore bots’ potential to impact data diversity in
Wikidata domains. If we can confirm bots’ effect on diversity in Wikidata, we can
then look to find a solution on how to use bots to improve diversity in Wikidata.



130 6.4. BOTS AND DIVERSITY IN WIKIDATA

Here, we aim to explore Wikidata’s edit history with a focus on bot edits in compari-
son to human edits. While, we know human and bot edits are significantly different,
we want to see if this difference is the cause for such low diversity status in Wikidata.
In this section, we measure the diversity of bot edits in comparison to human edits
using the Wikidata Revision History Dataset 5.3.

6.4.1 Diversity of Bots Edits in Wikidata
Anyone contributing data through performing edits like adding, updating, or remov-
ing data is called an editor. Bots have been the most active editors of the Wikidata
community since its inception. They perform edits similar to human users because
Wikidata is a structured KB and dealing with structured data is ideal for machines.
In our proposed concept for measuring diversity in Wikidata, we have mentioned an
approach for measuring editors’ diversity. Using this approach we provide insight
into the existing editor diversity in Wikidata through the variety of edit types (i.e.,
edit activity on edit focus) they perform and the variety of domains they contribute.
Our findings are based on the Wikidata Revision History Dataset explained in Sec-
tion 5.3. As we are interested in understanding the impact of bot edits on diversity
in Wikidata, we only consider edit types usage and domain contributions. We skip
the other metrics we have mentioned for this approach in Table 3.4 because our
focus is on understanding the bot behavior in Wikidata domains. In addition, the
metric background does not seem to be directly related to bots at this stage. Bots
are automated scripts that can easily be altered to add content in another language
or can run for any long period without reflecting any age-related issues like human
users whose interest in topics or opinions are influenced by age, language, or country
of origin. Further, finding the background of the bot operators is not a straightfor-
ward task. Some bots like ProteinBoxBot34 are operated by more than one operator,
while, in some cases, multiple bots are operated by one operator35.

Here, we discuss our findings regarding the diversity of edits among Wikidata user
groups (i.e., Anonymous, Bot, Human, Tool) with a focus on bots.

6.4.1.1 Diversity of Edit Domains

One aspect of measuring editor diversity is to determine how balanced or concen-
trated the contributions are among the users of Wikidata user groups, i.e., bots,
tools, anonymous, and humans, across various topical domains within Wikidata.
This would also help in understanding if all items are edited collaboratively by all
user groups, or if there are items or classes which show contributions from a single
user group and are neglected by others. This way we could see which topics or
classes are more popular among the Wikidata community and which ones are not
given much attention.

Additionally, how each user group has edited each class that has brought these
classes and their domains to different levels of diversity. In particular, it would be
interesting to see how the high volume of bot edits affects the balance of class and
item contents. In other words, do large amounts of data by bots in certain items

34User page for ProteinBoxBot https://en.wikipedia.org/wiki/User:
ProteinBoxBot[Accessed: 27.04.2023]

35For example Magnus Manske runs five bots: QuickStatementsBot, CommonsDelinker, Listeri-
aBot, SourcererBot, Reinheitsgebot.

https://en.wikipedia.org/wiki/User:ProteinBoxBot
https://en.wikipedia.org/wiki/User:ProteinBoxBot
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/QuickStatementsBot
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/CommonsDelinker
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/ListeriaBot
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/ListeriaBot
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/SourcererBot
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/Reinheitsgebot
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or classes have caused the concentration of data? Where do the classes and items
with the absence of bot edits stand? If bots cause imbalance and result in a lower
diversity status of Wikidata, how can we fix this issue and prevent it in the future?

To find answers to the above-mentioned questions, we first take a general look at
how the edits of each user group (also called revisions) are distributed across the
Wikidata domains in order to find the most popular domains that have received the
most revisions. Next, we dig deeper into the class level and examine the edits of
each user group in Wikidata classes for a more detailed picture of user contributions
in Wikidata domains.

In Section 4.2.1 where we measured domain diversity using the number of items per
class and the number of properties per item, we could see that the domains of Media
and Geography are the most diverse ones. Since, we want to know if user groups had
focused edits on some domains, here, we look at revisions because revisions contain
any kind of edit, including the removals and reverts which are not available when
measuring the actual data in Wikidata.

Measuring the diversity of Wikidata domains based on the number of revisions/ edits
each item and class in a domain has received in Wikidata Revision History Dataset,
we get similar results. The results of Table 6.7 once more confirm that the domain
Geography is the most diverse based on the results of the diversity measures Entropy
and Simpson’s Index, while, the domain Media is the most diverse according to the
Rao-Stirling Index. In short, the most diverse domains from both, the number
of items based on Table 4.1 and the number of revisions based on Table 6.7, are
Geography and Media, while, the least diverse ones are the domains Person and
Biology. Thus, not all Wikidata domains represent equally diverse contents, and
not all domains are given equal attention from the user groups. To get a closer
picture of the user contributions in each domain, we look at the number of edits
each user group has in each of the domain classes.

Table 6.7: Domain Diversity based on the number of revisions from Wikidata Re-
vision History Dataset. (Note: Higher numbers indicate greater diversity and bold
values represent the highest diversity for a domain calculated from the diversity
measure in each column.)

Entropy Simpson Index Rao-Stirling Index
Biology 0.858 0.540 840.714
Geography 1.388 0.728 125089.777
Media 1.198 0.609 266193.664
Organization 1.225 0.635 28318.861
Person 0.437 0.188 5011.266

Looking at the details of user group contributions in the classes of Wikidata domains,
we are interested in a comparative view of user group contributions in these classes.

To analyze user contributions in the mentioned classes, a heatmap is generated using
the ‘diverse’ package of the R programming language in RStudio software. The
heat map represents the relative concentration/ focused edits of each user group’s
contributions in Wikidata classes, where colored cells represent classes that have
received relatively more edits from the user group than other classes represented
with white cells. In other words, the visualization here serves to provide insight into
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which of the classes each user group has relatively more focused contributions than
others, in particular the bot user group.

The data used to generate this heat map comes from the Wikidata Revision History
Dataset. With raw data, we were not able to generate a heat map that could
display the focused contributions. This was due to big differences in editing amounts
these classes had received from user groups, hence, lower values were not clearly
distinguishable from zero. For this reason, we used the approaches proposed by [105]
for the normalization of datasets when analyzing diversity and used the Revealed
Comparative Advantages (RCA) [17] mechanism for normalizing our data. The
normalized data displays the degree of each user group’s relative contribution in
each class. The degree of a user group’s contribution in one class is calculated in
reference to the overall contributions of that user group in all of the classes. This way
we can see the relative contributions of user groups across these Wikidata classes.
At this stage, we performed a further filter on the RCA data by dropping the values
below 1 which are shown by empty cells and provide a clearer view of the classes
with relatively more attention, as can be seen in Figure 6.13.

Figure 6.13: Heat map of Editor contribution to Wikidata classes. Higher values are
represented with lighter turquoise color shades. Data is ordered with the highest
values in the top right corner and the lowest values in the left bottom corner of
the Figure. In the top right we can see the bot user group followed by humans
which had the highest contributions so far, and on the right side are the classes
of Media and Geography domains with higher diversity levels, and on the left side
classes of Person and Biology domains which have the lowest diversity levels. Source:
Wikidata Revision History Dataset.

The heat map reveals that each user group had different participation levels among
the classes in Wikidata. We can see that user groups of Bot and Tool show similarity
in having an interest in a rather smaller number of classes and both of these classes
perform automated edits. In the same manner, between the user groups Human and
Anonymous, which perform manual edits, akin patterns can be seen. The two user
groups have shown attentiveness to a rather more diverse range of Wikidata classes.
Overall, we can see differences in patterns between automated and manual edits.
Hence, we can conclude that human and anonymous user groups show contributions
to a higher number of classes, so have more diverse class contributions, while, bot
and tool user groups have focused edits on a limited number of classes, thus have
more concentrated contributions.
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In addition, it is particularly interesting to see that the classes Mountain, River, and
Lake that belong to the domain of Geography have received focused attention from
the automated and semi-automated editors only. The concentrated efforts of bots
in the majority of Geography classes indicate their positive influence on this domain
through enhancing data variety and balance. One of the reasons why geographical
data was added through automation could be the availability of geographical data
in formats that are easy to import through bots, e.g., tables and datasets. In the
domain media, we only see bot-focused contributions in the class Album, and in the
rest of the classes Humans have had focused edits. Although Figure 6.13 shows that
bots didn’t have focused contributions in the class Film, the order of classes in the
heat map shows that bots still had very high contributions in the class Film.

Above, our aim was to see if user groups treat all classes in the same way, or show
interest in some and neglect others. Here, we want to find out which user group has
performed more diverse edits based on participation in the number of classes and the
number of revisions in those Wikidata classes. Although Figure 6.13 indicates that
the Human user group had rather even contributions to the majority of Wikidata
classes, we want to further confirm it through the usage of diversity measures on the
revisions performed by user groups in Wikidata classes. Looking at the user edits
in each class from an angle of the user groups also reveals a similar result.

Table 6.8: Descriptive statistics of user group diversity based on their contribu-
tions to Wikidata classes. (Higher values show higher diversity). Source: Wikidata
Revision History Dataset.

Variety Entropy Simpson Index Rao-Stirling Index
Anonymous 22 2.169 0.825 185720.9
Bot 23 2.100 0.845 164597.4
Human 23 2.252 0.828 196737.3
Tool 23 2.158 0.852 167618.2

As can be seen in Table 6.8 almost all of the classes are edited by all user groups36.
The highest values of diversity through the calculations of Entropy (i.e., 2.252) and
Rao-Stirling Index (i.e., 196737.3) show human contributions in Wikidata classes
to be the most diverse, which is also in line with the results of the Figure 6.13.
While Simpson Index shows tools with 0.852 value to have the most diverse contri-
butions across Wikidata classes. The reason most probably lies in the focus of each
formula on a specific dimension or property of diversity. Earlier, in the example
for explaining the diversity measures in Section 3.2 we have learned that Simpson’s
Index is sensitive towards sample size. It gives more weight to the common cate-
gories and rare categories with a small number of representatives don’t affect the
diversity. Tools use automation to edit Wikidata, so Simpson’s Index considers tools
as the most diverse user group due to the high volume of edits they perform in the
classes with the high volume of content. In the same manner, bots that also perform
automated edits are the second most diverse contributors to the Wikidata classes
according to Simpson’s Index, again due to their massive contributions to the highly
edited classes (i.e., common categories) in Wikidata. In the meantime, the results

36The revisions related to the items of the class Grass is not part of our dataset because of the
low number of items (i.e., only 6) in that class they were not retrieved during sampling process for
creating Wikidata Revision History Database.
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of Entropy and Rao-Stirling Index declare bots as having the least diversity of edits
based on their contribution to Wikidata classes, while, according to the Simpson
Index the least diverse user group is anonymous. While each measure’s preference
has generated different results, here, the results of Entropy and Rao-Stirling seem
more relevant. In other words, the human user group having performed the most
diverse edits in Wikidata is more probable, considering the results of Figure 6.13
and the fact that the number of human users is much higher than all the other three
groups and come from much more diverse backgrounds than all others.

Overall, we could say that bots and tools have focused contributions in some classes
and lower contribution levels in other ones, while humans and anonymous treat al-
most all of the classes equally and have similar contribution levels in all of the classes.
Additionally, bots-focused contributions in the most diverse classes on Wikidata in-
dicate that they have had a visible impact on making those classes more diverse.
This means that bots have the ability to influence the diversity status of Wikidata
classes. Although we see that Wikidata domains are imbalanced and, thus, low in
diversity, the details of each domain bring us to a different conclusion. Bots have
played a crucial role in increasing the variety and balance of content in the domains
they were active. On the contrary, Domains with little contribution from bots have
lower variety and balance of content coverage and so, have remained less diverse.
Hence, bot contributions have created content concentration which is positive when
looking from inside domains, but is negative when looking from the outside and the
whole domains of Wikidata.

Next, we look more closely at the diversity of edit types to shed light on the diversity
of bot edits in terms of the types of edits they make compared to other user groups.

6.4.1.2 Diversity of Edit Types

In the journey of understanding bot behavior in the hybrid Wikidata community of
human and bot users, we have seen that bots have more concentrated contributions
in some classes across Wikidata domains. Understanding bot editing behavior also
requires information about how bots edit Wikidata, what activities they mostly per-
form, and which parts of an item they mostly edit. In Section 6.2, we demonstrated
that bots requested very similar edit types as humans, and here we would like to see
which types of edits bots have actually performed so far. We are interested to see if
bots are only there to add new content, or if they have also updated existing content
or removed unwanted content. It is also possible that bots have performed edits that
are not significant for diversity purposes. For example, sitelink is an edit type that
is used to manage wiki projects, but does not add to the content of Wikidata and
is therefore not used in the diversity measurement concept. Thus, editing a sitelink
is not an indicator of having an impact on the diversity of Wikidata.

By investigating the edit types we can see which edit focuses received more bot
edits and which activities are more popular among bots, and eventually how this
might have impacted the diversity of topical domains in Wikidata. As mentioned
before, our results have shown that bots and humans use similar edit types (cf.
Section 6.2.1.1), however, their edits are significantly different from each other (cf.
Section 6.3.2.3). Exploring how each user group uses edit types can shed light on
what makes bot edits significantly different from humans. Is it only the editing
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speed that matters the most or the usage of edit types also differ between them?
Exploring this allows us to better understand user community editing behaviors.

In Table 6.9 we see that only human users perform all of the 34 edit types that we
have identified37 in Wikidata Revision History Dataset. Bots have not performed
four of the edit types that are mostly maintenance-related edits and some are solely
performed by humans, while, tools have used the least number of edit types, i.e., 16
out of the available 34 edit types in Wikidata Revision History Dataset. Looking at
diversity from the variety of edit types angle, we can say that human edits are more
diverse than all others. Nevertheless, we see that according to dual concept measures
of Entropy and Simpson’s Index, the anonymous user group is declared to have used
the edit types more diversely despite humans having a higher variety of edit types.
We have very little knowledge about anonymous user group and the only information
stored about them is their IP address. For this reason, understanding the reason
for their higher diverse performance requires more research about anonymous users
in Wikidata. Earlier, Figure 6.13 have shown similarity between the user groups
of human and anonymous that they have edited Wikidata classes alike. An akin
pattern was also shown between bot and tool user groups which perform automated
edits. Since, we know that humans edit Wikidata manually, the resemblance of
edits between human and anonymous user groups confirms that anonymous users
also edit manually. The reason anonymous is considered to have a higher diversity
of edit types, is due to the fact that Entropy and Simpson’s Index are dual-concept
measures and take balance alongside variety into account. It seems that in our
dataset anonymous had a more balanced usage of edit types across the classes of
Wikidata domains in comparison to other user groups, and so has earned the highest
values for Entropy and Simpson’s Index. For instance, in Figure 5.3 we can see that
the distribution of editing volume over 29 edit types for anonymous is somewhere
between 10 and 10.000, while, this distribution for humans varies from <10 to nearly
1 Million edits across 34 edit types which is very similar to the editing range of bots
with 30 edit types. Since the anonymous user group has a more balanced distribution
of editing volume across its edit types than human and bot user groups and a higher
variety of edit types than the tool user group, it is considered the most diverse
among all.

Table 6.9: Descriptive statistics of user group diversity based on the usage of edit
types. Source: Wikidata Revision History Dataset.

Variety Entropy Simpson Index Rao Stirling Index
Anonymous 29 2.349 0.858 247121.7
Bot 30 1.978 0.801 260800.7
Human 34 1.981 0.757 256858.2
Tool 16 1.705 0.746 248317.4

On the contrary, according to Rao-Stirling’s Index, bots are declared to have the
most diverse usage of edit types in Wikidata classes, while anonymous users are
rated as having the lowest diversity, making it challenging to determine the most
diverse user group in this context. Earlier, in the comparison of diversity measures in
Table 3.2, we observed that Rao-Stirling gives more weight to common categories,
and higher variety doesn’t have a significant effect on diversity. Since bots have

37List of all identified edit types from edit summaries in Wikidata in Table A.3
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performed higher volumes of the most edited edit types, they are considered to have
performed the most diverse edits, even though the human user group exhibits a
higher variety of edit types. Simultaneously, we observe that the human user group
has the second-highest values for two of the three measures, along with the highest
value for variety in Table 6.9, which adds more consistency. The entropy measure
has also identified the human user group as the second most diverse one, yielding
the most relevant results so far. To interpret the results obtained from Table 6.9,
we present a heatmap depicting the usage of edit types per Wikidata user group.

In Figure 6.14 a comparative view of the edit types usage by Wikidata user groups
is exhibited. Here again, we started with the raw values and gradually filtered
values to be able to have a visual representation of the values during the process.
Recurrently, in the graph using the raw data no useful outcomes were displayed due
to high differences among the values and, similarly, data normalized with RCA was
not better than the raw values, while, data after filtering the values lower than 1
have shown more clear outcomes as can be seen in Figure 6.14. Here, we can see that
not all user groups have shown interest in performing all edit types, e.g., tools are
focused on a very limited number of edit types which supports the fact in Table 6.9
that tools performed the least number of available edit types.

Figure 6.14: Heatmap of edit types performed by user groups in Wikidata revision
sample. Higher values are represented with lighter turquoise color shades. Data
is ordered with the highest values in the top right corner and the lowest values in
the left bottom corner of the Figure. As can be seen, the most used edit types are
the ones performing create, add, and update activities on the right side, while, edit
types on the left side are the ones mainly used by human users with low amounts.
Source: Wikidata Revision History Dataset.

Additionally, Figure 6.14 displays that similar to humans, bots also perform a rather
diverse set of edit types and are not concentrated in a limited number of edit types
like tools, despite sharing the automation behavior with tools. As can be seen, bots
are focused on creating and adding new content, as well as, updating and removing
the existing content. It means that bots are not only used to add new data but are
also vastly used to improve and get rid of any erroneous content. Bots are specifically
editing reference, item, and claim edit focuses. Although bots had fewer requests
for adding references (cf. Section 6.2.1.1), they are actively editing references, i.e.,
performing add, set, update, and remove activities on references in Wikidata. Creat-
ing new items and adding new claims is another area where bots have concentrated
their edits. This shows that bots have contributed to the diversity of items and
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influenced the variety, balance, and disparity of terms and statements (claims, qual-
ifiers, and references) in Wikidata domains. Bots have used 30 out of 34 total edit
types in our dataset. The remaining four edit types are update_alias, set_term,
update_rank and protect_item. While, set_term and update_alias are general edit
types to edit the Wikidata contents, Update_rank is not simple like adding new
content or updating the existing ones; it requires decision-making based on some
criteria like timeliness of values or trustworthiness of the sources. Protect_item is
performed on certain item pages to protect38 them against modification when those
items face vandalism and damaging attacks in a large scale. Hence, Protect_item
has solely been performed by human users who can have administrative rights. Both
of the mentioned edit types require human intervention and so far had much lower
occurrences (i.e., less than 150 revisions) so they were not automated and performed
through bots.

Overall, we see that human users have treated the edit types more evenly than other
user groups and neglected fewer edit types. Thus, humans seem to use more diverse
edit types when editing Wikidata.

6.4.2 Impact of Bot Edits on Wikidata Domain Diversity

The results of our proposed concept for measuring Wikidata diversity status have
shown that Wikidata has imbalanced domain coverage from the angle of the num-
ber of items per domain class and the number of statements per their items. The
diversity ratings of these classes vary among the balanced, imbalanced, and heavily
imbalanced values (cf. Table 4.2). Given that only a limited number of classes are
balanced and the rest are designated as imbalanced, some even to a considerable
extent, it serves as an indicator of low data diversity levels in Wikidata. This is
consistent with our earlier observations that domains such as Geography and Media
are more diverse compared to domains like Biology and Person. Here we can see
the impact of bots on diversity, e.g., bots have very dedicated contributions in the
classes Mountain, River, Lake, Album, and City which could be the reason for these
classes to have higher diversity ranking, i.e., higher variety of items and balanced
contributions. At this stage, bots do not seem to negatively impact diversity. Fur-
ther, in classes with lower diversity levels, we see that bots are not focused. This
could mean that bots could be used to increase variety and balance the content of
Wikidata classes.

Searching for common factors among balanced classes that can differentiate them
from others, we find that balanced classes usually have a higher number of items (cf.
Table 4.1). In other words, balanced classes have a higher variety of items. They
seem to have been added in a defined way so that all of them have a similar number
of properties. This looks very similar to bot edits which import data from a data
source with a predefined and even number of properties. An exception here is the
Class Country with 180 items. Since the number of countries is in the hundreds only
and the information about the countries is commonly available, we don’t wonder if
bots have not actively edited this class. Nevertheless, other balanced classes have at
least one dedicated bot that added a large number of items with a defined number
of statements into these classes.

38Protection policy https://www.wikidata.org/wiki/Q4616470 [Accessed: 27.10.2022]

https://www.wikidata.org/wiki/Q4616470
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The classes with balanced contributions as listed in Table 4.2 include Film, Book,
Album, Mountain, Country, and Gene. Their respective dedicated bots are Symac
bot39 for movies data, Research Bot140 for book-related content, MineoBot_2 41

and WhidouBot42 for music album information, PLbot 343 for data on mountain
and geography related themes and ProteinBoxBot44 for adding gene and protein
details in Wikidata. Thus, a second common factor found among the balanced
classes is having received dedicated contributions from specific bots. This dedicated
contribution could be due to the availability of data formats that are easily suitable
for automated import45.

Bots’ focused contributions in these balanced classes indicate bots’ positive impact
in making the Wikidata classes balanced. Nevertheless, the classes where bot con-
tributions are not focused, have been left with a low number of items and different
levels of property coverage. For example, the class Grass has only six items and
even these six items are not well covered (see Table A.2 on page 163). It is possible
that Wikidata domains are inherently more diverse than what current measurement
methods can accurately capture. This suggests that the instantiation of Wikidata
items is not uniform across all cases 46, as becomes evident when comparing items
related to Douglas Adams (Q42)47 and Dany Saadia (Q5221412)48. For this rea-
son, as previously noted, addressing the class hierarchy issue of Wikidata would
contribute to a more precise assessment of Wikidata’s domain or class diversity and
understanding a the actual influence of bots on diversity within Wikidata.

In addition to bots’ capacity for adding a substantial amount of well-balanced con-
tent, they can also provide more accurate values for specific attributes compared to
humans. For instance, they can accurately input information like city or country
populations and geographical coordinates. However, bots, like any other tools, have
the potential to introduce significant amounts of erroneous data if not managed
carefully. Therefore, bots can prove highly advantageous when utilized with a clear
purpose, well-structured planning, and human oversight.

At the item level, however, the existing research shows that bots are less diverse
when adding labels and references. Our results have shown that most bots tend to
import data from Western languages of Wikipedia, where English is at the top of
the list (see Figure 6.6 on page 114). Eastern countries like China or India are the

39https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/Symac_bot_3
40https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/Research_Bot
41https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/MineoBot_2
42https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/WhidouBot
43https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/PLbot_3
44https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/

ProteinBoxBot_2
45For example Gene database: https://www.ncbi.nlm.nih.gov/gene/, movie database:

https://www.themoviedb.org/, and geographical data set: https://data.world/cegomez22/
geographic-location-dimension [Accessed: 31.10.2022]

46Douglas Adams (Q42) the English writer and humorist is declared as an instance of the class
human (Q5) and has writer (Q36180), novelist (Q6625963), comedian (Q245068), screen writer
(Q28389), to mention some, as his occupation. On the other hand, Dany Saadia (Q5221412) the
Mexican filmmaker and podcaster is not only an instance of human (Q5) but also an instance of
film producer (Q3282637), podcaster (Q15077007) and screenwriter (Q28389). Similarly, he has film
director (Q2526255), podcaster (Q15077007) and screenwriter (Q28389) as his occupation which
show redundant information.

47https://www.wikidata.org/wiki/Q42[Accessed:28.04.2020]
48https://www.wikidata.org/wiki/Q5221412[Accessed:28.04.2020]

https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/Symac_bot_3
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/Research_Bot
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/MineoBot_2
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/WhidouBot
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/PLbot_3
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/ProteinBoxBot_2
https://www.wikidata.org/wiki/Wikidata:Requests_for_permissions/Bot/ProteinBoxBot_2
https://www.ncbi.nlm.nih.gov/gene/
https://www.themoviedb.org/
https://data.world/cegomez22/geographic-location-dimension
https://data.world/cegomez22/geographic-location-dimension
https://www.wikidata.org/wiki/Q42 [Accessed: 28.04.2020]
https://www.wikidata.org/wiki/Q5221412 [Accessed: 28.04.2020]
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highest populated countries and we would expect somewhat similar contributions or
data representation from these countries; however, studies have shown no relation
between the population of a language and the data representation of that language
in Wikidata [142]. On the other hand, we see the Catalan language to be one of
the very well-represented languages in Wikidata despite its rather lower population
size in comparison to languages like Chinese, Hindi, or Persian with much larger
populations than Catalan. Since the Catalan language has received high amounts
of bot edits, it can be a clear indicator of how automation could help a language or
culture to be well represented and even overshadow other ones on the row.

At the statement level, it’s evident that Wikidata items within the same class do not
exhibit uniform completeness in terms of the number of properties. Additionally, a
majority of items in these classes appear to be in their early stages of creation or
inception. Our findings confirm the expected trend that the create_item edit type is
predominantly carried out by bots, resulting in a significant number of newly created
items. These items might originate from lists or be imported from external sources,
often existing in a very basic form. Because bots can create a large number of empty
items at once, they can easily change the balance in a class or domain. While their
influence on domain and class is visible, how bots impact item and statement levels
(i.e., plurality) is subject to further study and is yet to be explored.

Currently, mechanisms exist to suggest such empty or incomplete items to Wikidata
editors. However, if these basic or empty items are not created with proper care,
they can end up being of little utility, as they may require a significant amount
of time and effort for human users to populate the incomplete items generated
through automation. Once more, bots can exhibit optimal efficacy when strategically
employed to import pre-digitized data in a relatively comprehensive state and are
subject to community oversight and control.

In summary, bots possess the capability to influence diversity within Wikidata, par-
ticularly at the domain/class level. While they have engaged with all of the Wikidata
classes in our dataset, their pronounced contribution to the balanced classes serves
as clear evidence of their role in achieving balance in these categories.

Moving forward, we will elaborate on how bots can contribute to knowledge diversity
in Wikidata using our proposed concept for measuring diversity within the platform.

6.5 Summary
Bots are the most active contributors in the Wikidata community. They have been
actively editing Wikidata shortly after the launch of Wikidata in late 2012. Despite
their abilities for performing speedy and batch edits, they have remained a rather
less explored user group of the Wikidata community. This section has explored bots
in the Wikidata context from what they are and how they come into being to what
they actually do in Wikidata and how their editing patterns are in comparison to
human users.

Bots are generally defined as automated assistants which mainly perform simple
and repetitive tasks. In the Wikidata context, bots are user accounts with special
rights of high-speed edits and are operated by human users called operators. There
is a defined procedure for requesting bot rights in Wikidata. The requests are made
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through the Wikidata platform named Requests for Permissions (RfP) pages. These
requests are discussed by the Wikidata community and then decided upon. The
majority of requests have been approved and only a small number of requests were
denied. Even the main denial reasons are caused by the unresponsiveness of the bot-
requesting operators and not the Wikidata community. This shows the openness of
the Wikidata community to bots and their approval for bots to share similar editing
tasks as human users like adding and updating data.

Looking at the actual bot edits in Wikidata, we find that bots are performing content
editing tasks and are generally dealing with data rather than performing mainte-
nance tasks. Maintenance tasks in Wikidata are mainly done by human users. This
is the opposite of how the Wikipedia community works, human users are responsible
for editing articles and bots mainly perform maintenance tasks.

While bots and humans may perform similar types of edits in Wikidata, there are
notable differences in their editing patterns. Bots, due to their ability to perform
high-speed edits and their emphasis on specific types of edits, stand out as distinct
editors from human users. These differences in editing behavior between bots and
humans provide a potential explanation for the existing domain imbalance in Wiki-
data. Since bots contribute a significant portion of the content in Wikidata, their
unique editing patterns may contribute to the observed imbalances.

To investigate the impact of these differences, we conducted a detailed analysis of
bot edits, specifically focusing on their contributions to Wikidata classes and their
editing behavior, including the types of edits they perform. By examining the usage
of different edit types by bots, we aimed to uncover whether these differences are
indeed contributing to the domain imbalance in Wikidata. Through this investiga-
tion, we sought to shed light on the relationship between bot editing behavior and
the observed imbalance in content distribution.

We have demonstrated that bots have played a significant role in achieving balance
within classes that exhibit a high variety of items with balanced content. We ob-
served that these classes typically have at least one approved bot associated with
them. This finding suggests that bots can also contribute to bringing balance to im-
balanced classes within Wikidata, given proper planning and control by the Wikidata
community. By strategically leveraging the capabilities of bots, it is possible to ad-
dress the diversity gaps and promote a more equitable representation of information
across different classes in Wikidata.

Additionally, the experience with diversity measures in our case confirms the effec-
tiveness of employing multiple diversity measures for more insightful results. Relying
on a single measure would not provide a comprehensive understanding of the un-
derlying reasons for the observed results. Our data analysis would lack alignment,
and the support for a unified result would be diminished without the convergence
of multiple measures.

In the next chapter, we present our recommended approach for enhancing diversity
in Wikidata domains and classes through the utilization of bots. Drawing from our
research findings and analysis, we propose a strategy that leverages the capabilities
of bots to address the existing imbalances in content distribution. Our approach
focuses on implementing controlled and planned bot interventions to target the
imbalanced domains and classes in Wikidata. By strategically deploying bots with
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specific tasks and considering the diversity goals, we aim to foster a more balanced
representation of knowledge across different domains.

Furthermore, we provide an application use case in the next chapter to demonstrate
the practical implementation of our proposed approach. This use case highlights
how bots can be employed to improve diversity in a specific domain or class within
Wikidata, showcasing the potential impact of our recommended approach. Through
our proposed approach and the accompanying use case, we aim to contribute to the
ongoing efforts to enhance diversity in Wikidata and promote a more inclusive and
comprehensive representation of world knowledge.
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Chapter 7

RECOMMENDATIONS ON
DIVERSITY IMPROVEMENT

Human knowledge and culture have witnessed the transformative impact of the dig-
ital world. The availability of knowledge in digital format enables its accessibility
and safeguards it from potential loss, such as the destruction of hard printed copies
due to fire or other natural disasters. Moreover, digitalization provides a means to
preserve and protect languages and cultural heritage from deterioration and manip-
ulation over time.

Wikidata, as a collaborative knowledge base, plays a crucial role in this digital
landscape. It embraces the concept of plurality, enabling the storage of diverse
perspectives and opinions on various subjects. By allowing users to consider multiple
angles and explore existing claims, Wikidata provides a comprehensive and nuanced
understanding of a given topic.

Building on this foundation, we propose recommendations for improving diversity
within Wikidata and harnessing the potential of bots to bridge the existing diversity
gap in domains and classes. Our recommendations are aimed at fostering a more in-
clusive and representative KB. One that accommodates a wide range of perspectives
and cultural nuances.

To illustrate the practical implementation of our recommendations, we present a use
case where we apply these strategies to improve data diversity in a specific context.
By showcasing the application of our recommendations, we aim to demonstrate their
effectiveness and encourage their adoption in broader efforts to increase diversity
within Wikidata.

Ultimately, our recommendations emphasize the importance of embracing diversity
and leveraging technological advancements, such as bots, to promote inclusivity,
preserve cultural heritage, and ensure a comprehensive representation of human
knowledge in the digital age.

143
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7.1 Diversity Improvement through Automation
Earlier, we observed that the focused contributions of bots in certain classes resulted
in an imbalanced coverage across different domains in Wikidata. This imbalance has
led to an overall low diversity status in Wikidata. In a similar way, research has
also shown that bots were involved in making some languages dominant leaving
other ones overlooked. While this indicates the potential of bot edits to have a
negative impact on diversity in Wikidata, this potential can also be used for a
positive impact by using bots in classes with low variety and imbalanced content.
The use of automation through bots and tools in the low-diversity areas of data in
Wikidata can be used to bring the balance back in the underrated languages and
overlooked domains/classes. Automation has been a widely used tool by Western
communities. In addition to having active human contributors, they have widely
taken advantage of automation. For this reason, we see incomparably more content
in Western languages in Wikidata. Inspired by this, we recommend using bots in
the same manner in overlooked areas of Wikidata to use the potential of automation
for data balancing. However, we first see the need for an active community that
would control this automation process and make data more plural by augmenting
automation with manual edits.

In our recommendations here, we differentiate between social mechanisms and tech-
nical mechanisms. Social mechanisms deal with how communities can perform more
diverse tasks, or how they can be enabled to contribute content that improves the
overall diversity of Wikidata. Social mechanisms are rather implicit indicators of
content diversity and do not directly contribute to increasing the diversity of knowl-
edge. Technical mechanisms refer to the steps or activities that need to be performed
and provide direct results. However, both of these mechanisms are closely tied to-
gether; social mechanisms pave the way for technical mechanisms to be implemented.

Our recommendations for diversity improvement in Wikidata through bots mainly
evolve around the topic of domain/ class diversity. Since the contents of domains/
classes come from contributors, we start from the social angle of user diversity im-
provement and then move to technical aspects and define concrete steps for increas-
ing data diversity.

7.1.1 Improving User Diversity
As mentioned before, in a KB the knowledge is contributed by editors/ contributors
and more diverse contributors are indicators of more diverse content. Hence, using
mechanisms to move towards a more diverse contributing community means taking
a first step in the direction of making Wikidata knowledge more diverse.

User diversity is mainly measured considering the background of the users. This is
because, with different backgrounds, humans have different experiences, interests,
values, and beliefs. Their background can influence the data they contribute, so with
more humans from different backgrounds, we can expect a wider range of topics of
interest and opinions, and, eventually, user diversity results in more diverse content
in a KB. In a similar manner, bots can be programmed to contribute more diverse
content to the KB. Bots are operated by humans and lack personal backgrounds, so
we can measure the diversity of bots based on the tasks they perform. User diversity
through bots can be improved in the sense that bots can be created for more diverse
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tasks, dealing with more diverse sources and languages, and bringing balance to the
imbalanced domains of Wikidata. By making bots more diverse from the angle of
domain coverage, language contributions, and usage of a higher variety of resources,
we will have bots improving the overall diversity of Wikidata. Since diversity is the
attribute of a whole system, bots should be programmed with the big picture in
mind so that their contributions can have a positive impact.

Since the user community is an influencing factor in a KB, many active communities
have used automation for higher efficiency and better results. Although Wikidata
has centralized the data in language-independent items, Wikidata communities seem
to be following the community structures of Wikipedia which are mainly created
based on languages. For this reason, we see different coverage levels among language
labels in Wikidata which implies that not all language versions have an active com-
munity. In some cases, the language communities might also have sub-communities
if the language is covering more than one country. For example, the community
contributing to the Persian language is mainly from Iran, and the content related
to Afghanistan is not given much attention. This indicates that there is no active
community that could add data about Afghanistan in the Persian language.

While there are attempts going on to encourage people from different languages
and cultures to start contributing and forming communities like Wikimania1 and
Wikimedia Movement Strategy 20302, we suggest the usage of bots in the newly
created communities. These communities can use bots to create a basic structure
of content and prepare them for further input by human users. For example, bots
can create new items and let others fill in the statements. In this way, bots may
also attract individuals related to these communities by providing a foundational
structure in their language, thereby arousing their interest in contributing. This, in
turn, can lead to greater diversity among Wikidata users.

Wikidata is more popular in the West because Western individuals can relate to this
knowledge base, which represents their values or topics of interest. When people have
a feeling of resonance, they are more inclined to contribute further and share facts
they deem accurate. This effect is amplified, particularly when they witness their
contributed data being actively utilized by other projects. For attracting more users
from different parts of the world we need to develop a sense of connection between
them and Wikidata. This connection can be created starting by adding content in
their language. Once people find some information in their own languages, they are
likely to get interested and build on that content to extend the existing knowledge in
their language and gradually move towards making a community. The community
can then decide to add further topics from their existing sources. When becoming
more experienced and professional, the editors can develop their own bots to share
some tasks with bots for more content coverage of their language and topics. This
will aid in bringing balance among domains, classes, and language coverage that will
eventually make Wikidata’s knowledge more diverse.

1“Wikimania is the annual conference celebrating all the free knowledge projects hosted by the
Wikimedia Foundation.” https://wikimania.wikimedia.org/wiki/2023:Wikimania

2“By 2030, Wikimedia will become the essential infrastructure of the ecosystem of free knowledge,
and anyone who shares our vision will be able to join us.” https://www.wikimedia.de/2020/en/
themen/movement-strategy/

https://wikimania.wikimedia.org/wiki/2023:Wikimania
https://www.wikimedia.de/2020/en/themen/movement-strategy/
https://www.wikimedia.de/2020/en/themen/movement-strategy/
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7.1.2 Improving Data Diversity
Data diversity is an important issue in the Wikidata context since data is the central
element of a KB. The data model of Wikidata allows us to look at the data from the
angle of its parts. In this study, we have mainly focused on domain-level diversity
when elaborating on data diversity. We explain our recommendations on where
to use bots for a more balanced coverage of content in the imbalanced classes of
Wikidata domains. Bots can also help in adding multilingual labels and descriptions
and add content from different sources of knowledge to improve the variety, disparity,
and balance of knowledge in Wikidata.

7.1.2.1 Domain/ Class Diversity

Bots can be used to add new items along with their statements and associate these
items to the classes of Wikidata domains. New items can increase the variety, and
even contents can ensure balance. The more items that are added, the higher the
number of classes we can expect. A good example of a balanced class is the class Gene
in the biology domain. A glance into Wikidata edit history data shows that in the
biology domain, all of the classes are low in variety and balance except for the class
Gene which was mainly contributed through automation. Class Gene has balanced
content with more than 10K items and is rated as balanced (cf. Table 4.2). This
approach can also be applied to the other classes of Wikidata to improve diversity.

7.1.2.2 Item Diversity

We have mentioned that bots can be used to increase domain-level diversity by
adding new items. Here, we discuss how items can be edited by bots to improve
domain and class diversity in Wikidata. Bots can play an active role in improving
the overall diversity by either adding new items or editing the already existing ones.

We recommend that bot operators consider the outcome of their bot edits on diver-
sity when planning to program or run a bot to add new items to Wikidata. It is
important that the data being added is checked for the number of statements so that
the new items ensure balanced content across all of the newly added items and im-
prove the diversity levels of that class/ domain. This way balanced classes/domains
will keep their balance and imbalanced classes/ domains will be a step closer to
getting balanced content and improved diversity.

Similarly, when used to edit the existing items, bots can add multilingual terms and
statements from a variety of sources to make Wikidata domains more diverse as
explained below:

Language Diversity. Although Wikidata has multilingualism by inheritance and
users can add labels in over 400 languages3, we don’t see all of these languages
being equally represented. The visible reliance of bots on importing data from
the Western language versions of Wikipedia could shed light on the reason behind
the dominance of Western languages in Wikidata. Our preference for improving
diversity here is to reduce the dominance of Western languages by bringing more
balance among the Wikidata language terms so that everyone in the world can feel
included. One recommendation here is to use bots for importing data in the less

3https://dl.acm.org/doi/fullHtml/10.1145/3184558.3191643



CHAPTER 7. RECOMMENDATIONS ON DIVERSITY IMPROVEMENT 147

covered languages of Wikidata from the existing Wikipedia language versions first,
and later from other available sources. In any language that is less covered (in
our case Persian), the community can look for a bot to increase the coverage of
that language by importing content from its existing Wikipedia language version
into Wikidata, for instance, or new topics from other existing sources. The contents
from Wikipedia should be added along with their original sources because Wikipedia
itself cannot be considered a primary source of knowledge. The usage of bots here
could alter the language imbalance and benefit the overlooked languages in the
same way that bots have caused some languages to become dominant. In addition,
the usage of bots for importing multilingual terms from Wikipedia, in the first step,
could also encourage under-rated language speakers to form communities and further
enrich their languages. In particular, this will help people who are not familiar with
Western languages but can contribute to their own language.

In addition, Wikipedia itself has an imbalanced distribution of language versions,
and the data in different language versions are not easily comparable. Importing
Wikipedia data into Wikidata, and helping to make under-represented languages
visible in Wikidata, not only helps to centralize all these knowledge versions, but
also highlights a corner of globally agreed or disagreed knowledge in the Wikimedia
sphere and the world.

Source / Reference Diversity. Adding the sources from which the data come
from is highly recommended in Wikidata, as it is the way of making the data and
statements reliable. Research has shown that Wikidata data is mostly imported from
Wikipedia, while Wikipedia itself is a secondary database and cannot be used as a
source. In addition, the existing shortcomings of Wikipedia (e.g., gender bias) are
also transferred to Wikidata. While the data in Wikipedia is rather easy to import
into Wikidata and can serve as a first step in enriching Wikidata with multiple
languages, our recommendation would be to also consider enabling or developing
bots that can import data from other sources as well. The content in languages other
than Western languages is not fully digitalized and ready to be used in Wikidata; for
this reason, such languages need to consider another step for resource digitalization
as well which is explained in Section 7.2.2.2.

Adding content from Wikipedia can certainly enrich the content in Wikidata, but it
is important to ensure proper referencing. We recommend that references include not
only the link to the specific Wikipedia article but also, whenever possible, provide
the exact source from which the data were taken. Currently, many of the references
in Wikidata statements only indicate the language version of the Wikipedia article
as the source, without providing a direct link to the article itself. To enhance
diversity in Wikidata, it is crucial to define bots that can import data from a wide
range of primary sources. This approach helps mitigate biases, concentrated topics,
languages, and opinions that may be present when relying solely on Wikipedia.

In the next section, we will apply our recommended approach for improving diversity
in Wikidata domains and classes through a use case, which will be explained in detail.
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7.2 Use Case: Preserving the Historical Names of Dis-
tricts in Herat

In this use case, we explain how diversity can play a role in safeguarding or preserv-
ing the history of my birthplace, which is currently at risk of history manipulation,
one of the motivating factors in this research. Here, we first provide a glance into
the history of Herat and how the language of its natives is at risk now. We describe
Herat as an example of all the other cities in Afghanistan that have fallen victim to
comparable political agendas pursued by Afghanistan’s rulers. These agendas are
often aimed at securing the continuity of power for their own succeeding generations
while minimizing opposition from the people. Then, we present our recommenda-
tions for preserving the language, culture, and history of Herat through the use of
the diversity concept and bots in Wikidata. This approach is equally applicable to
other cities in Afghanistan or anywhere in the world that face challenges similar
to those of Herat. Our defined procedure can be advantageous for other commu-
nities that are underrepresented on Wikidata, as well as for languages considered
underserved, facilitating improvements in their diversity.

7.2.1 Herat at the Risk of History Manipulation
Herat is a city on the Silk roads4 and a nomination for the UNESCO list of World
Heritage5. It is located in the northwest region of Afghanistan. Herat is home to
many well-known Persian-speaking scholars, writers, artists, and scientists of their
time in the region6 who have all their literature in the Persian language. Prior to
becoming a part of Afghanistan, Herat was called Pearl of Khorasan7 due to serving
as a hub for trade and its rich culture and monuments.

Nearly, one and half centuries ago Afghanistan got its current geographical form
and Herat was also included in this geography under Afghan/Pashtun rulers by the
British to shield British India from Russian attack8. Herat and the cities in northern
Afghanistan are mainly Persian-speaking people and not native to Pashtu-speaking
rulers who came from the southern cities to conquer the cities in the north. To show
their dominance over other ethnic groups, Pashtun rulers began distributing lands
to Pashtun nomads and changing the names of many areas from Persian to Pashtu
[357]. After the fall of Afghanistan to the Taliban, the procedure of language and
ethnic cleansing has gained momentum in various ways9. Persian is being eliminated
from governmental formal letters10, signboard of government institutions11, and re-

4https://en.unesco.org/silkroad/content/herat[Accessed: 17.10.2022]
5Herat city exists on the tentative list of UNESCO World Heritage. On 02.07.2021 media an-

nounced Herat city to be listed as a UNESCO World Heritage Site but was not announced on the
list of UNESCO World Heritage probably due to the fall of Afghanistan in August 2021.

6Fakhruddin Razi a chemist and polymath scientist, Jami a poet and writer, Kamal ud-Din
Bihzad a renowned Persian miniature and Khwaja Abdullah Ansari an outstanding figures of the
5th/11th century in Khorasan, as some examples.

7Gammell CPW. The Pearl of Khorasan: A History of Herat. London: Hurst; 2016.
8Herat History, Medieval Period: https://www.iranicaonline.org/articles/herat-iii
9Taliban implicated in mass killings of Tajik men (Tajiks are the majority of Persian-speaking

people in Afghanistan/ the Iranians of the East [78]), The Taliban Target Tajiks Yet Again,
Afghanistan: Taliban Forced Rift Between Country’s Two Main Languages[Accessed: 17.10.2022]

10Taliban abolishes the Persian language from Supreme Court bill[Accessed:17.10.2022]
11Taliban Group Removes Persian from the Sign Boards at Education Directorate of Herat

Province. [Accessed 12.10.2022]

https://en.unesco.org/silkroad/content/herat
https://whc.unesco.org/en/tentativelists/1927/
https://tolonews.com/arts-culture-173228
https://en.wikipedia.org/wiki/Fakhr_al-Din_al-Razi
https://en.wikipedia.org/wiki/Jami
https://en.wikipedia.org/wiki/Kamāl_ud-Dīn_Behzād
https://en.wikipedia.org/wiki/Kamāl_ud-Dīn_Behzād
https://en.wikipedia.org/wiki/Abdullah_Ansari
https://www.hurstpublishers.com/book/the-pearl-of-khorasan/
https://www.iranicaonline.org/articles/herat-iii
https://www.washingtonexaminer.com/opinion/taliban-implicated-in-mass-killings-of-tajik-men
https://www.fairobserver.com/global-terrorism-news/the-taliban-target-tajiks-yet-again/
https://www.rferl.org/a/1098593.html
https://theprint.in/world/taliban-abolishes-persian-language-from-supeme-court-bill/927971/
https://8am.media/eng/taliban-group-removes-dari-from-the-sign-boards-at-education-directorate-of-herat-province/
https://8am.media/eng/taliban-group-removes-dari-from-the-sign-boards-at-education-directorate-of-herat-province/
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cently from school textbooks. Meanwhile, indigenous inhibitors are being forcefully
displaced mainly in Persian-speaking areas in the north, west, and central parts of
Afghanistan12. Therefore, we can use the power of the Web to preserve the existing
history of the region and prevent the elimination of our identity from this geography.

7.2.2 Proposing a Procedure for Preserving the Historical Names
of Herat Districts/ Subregions

The World Wide Web is a rather new phenomenon and a Western product, thus,
the Western world remains the primary user and contributor of the Web. Persian
is an Eastern language, and most of the existing literature in Persian is not yet
digitalized and ready to be fully represented on the Web. For this reason, we need
to define a proper procedure for adding missing information in the Persian language.
Here, we define this procedure through a use case for adding the historical names
of the districts in Herat, some of which were renamed from Persian to the Pashtu
language [159]. Many other cities like Balk13 and Kabul14 have also gone through a
similar history and their districts were renamed. Our defined procedure is applicable
to all of the cities, however, we here focused on Herat only as an example. Adding
the historical names of the sub-regions or districts from reliable sources in Wikidata
will not only help preserve the history of the city and language of the indigenous
people, but will also provide access to the world and let them look from the lens of
the people who have always been silenced for their identity, not the rulers that want
to show their ethnic dominance.

In the following, we present our defined procedure for improving Wikidata diversity
based on our proposed concept for measuring diversity in Wikidata. Our technical
mechanism, in other words, defined steps are:

1. Establishing a community

(a) Defining the needed roles for the members of this community

(b) Defining mechanisms for communication/ collaboration among commu-
nity members

2. Developing a community agenda

(a) Assessment of language content

(b) Identification of content gap

(c) Setting goals

i. Prioritization of topics to be added

ii. Digitalization of paper-printed contents

iii. Automation of tasks/ Creating bots for needed tasks

3. Monitoring the community progress
12Forced Displacement under the Taliban, also a Legacy of the Past (?), Afghanistan: Conflict and

internal displacement under the Taliban regime, Afghanistan: Taliban Forcibly Displace Civilians
13The City of Balkh: Ancient Capital of Bactria and Centre of Buddhism and Zoroastrianism

along the Silk Roads [Accessed: 18.10.2022]
14https://www.iranicaonline.org/articles/kabul-index [Accessed: 18.10.2022]

https://fluchtforschung.net/blogbeitraege/forced-displacement-under-the-taliban-also-a-legacy-of-the-past/
https://www.routedmagazine.com/afghanistan-idp-taliban-regime
https://www.routedmagazine.com/afghanistan-idp-taliban-regime
https://www.hrw.org/news/2021/07/07/afghanistan-taliban-forcibly-displace-civilians
https://en.unesco.org/silkroad/content/did-you-know-city-balkh-ancient-capital-bactria-and-centre-buddhism-and-zoroastrianism
https://en.unesco.org/silkroad/content/did-you-know-city-balkh-ancient-capital-bactria-and-centre-buddhism-and-zoroastrianism
https://www.iranicaonline.org/articles/kabul-index
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(a) Evaluate the goals and achievements

(b) Setting new goals

(c) Repeat step two

Next, we provide the mechanism for preserving the historical names of Herat districts
following the above-mentioned steps.

7.2.2.1 Establishing a Contributing Community.

In any collaborative system, contributors are the main actors and have their influence
on the data of that system. To the best of our knowledge, no sub-community exists
in Wikidata that is focused on adding or updating data related to Afghanistan. We
have seen that diversity is not limited to data only and in a KB like Wikidata it is
directly related to the users who contribute or consume this data. For this reason,
to ensure the diversity of data regarding the history of Afghanistan in Wikidata,
a small sub-community should be created that can perform the basic tasks of data
contributions. The community can gradually grow and increase its contributions,
which can eventually improve the overall diversity of Wikidata.

In the contributing communities where humans and bots collaborate, we see higher
content levels. In Wikipedia, for example, the language versions with the highest
number of articles are mainly created by human users, e.g., in English15 Wikipedia
94%, in German16 and French17 Wikipedia language versions 87% of articles are
manually created by humans and bots create less than 5% of their articles. This
is obvious that Wikipedia is a text-based KB and bots might not be very useful in
creating content, still, we see a high contribution of bots in the Wikipedia language
versions of Dutch18 with 49%, Arabic19 with 40% and Persian20 with 32% of the
articles being created by bots. Although the latter three are in a much better
position than many other languages, they yet have to compete with the big and
very active communities of the dominant languages.

As mentioned earlier, human contributors form the center of a contributing commu-
nity, and bots are used as assistants to achieve more efficiency. Humans have the
brain and bots have the speed, and the result of their combination is visible from
the status of well-represented domains and languages in Wikipedia and Wikidata.
Bots are operated by humans and when programmed properly, can have positive
contributions and improve diversity through variety, disparity, and balance of top-
ics, contents, and languages. However, if not controlled and operated with care,
bots can not only cause high error rates but can also create content that would cost
humans the time and effort to revert or undo. For this reason, it is important that
bots are used under the observation of human users and with proper planning to
achieve positive results. We propose the following categories of contributors for a
sub-community of our use case:

15https://en.wikiscan.org[Accessed: 18.10.2022]
16https://de.wikiscan.org [Accessed: 18.10.2022]
17https://fr.wikiscan.org[Accessed: 18.10.2022]
18https://nl.wikiscan.org [Accessed: 18.10.2022]
19https://ar.wikiscan.org[Accessed: 18.10.2022]
20https://fa.wikiscan.org [Accessed: 18.10.2022]

https://en.wikiscan.org
https://de.wikiscan.org
https://fr.wikiscan.org
https://nl.wikiscan.org
https://ar.wikiscan.org
https://fa.wikiscan.org
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• Domain Experts: These individuals possess sufficient computer knowledge to
directly access Wikidata and contribute to it. They have the ability to explore
Wikidata for existing and missing topics. Additionally, they can search for
missing topics or other subjects of interest on the Web.

• Non-technical Domain Experts: There are many people who are experts in the
history of Afghanistan and are aware of the existing printed and old resources,
however, they are not fully familiar with computers and cannot directly con-
tribute to Wikidata. These experts can serve as consultants to provide feed-
back on the content coverage and details and introduce reliable sources.

• Technical Experts: The ones with expertise in developing and deploying bots.
They can use automation to import the missing content identified by the do-
main experts.

• Editors: Anyone who knows how to edit and contribute to Wikidata. They
can contribute, monitor content, and provide feedback and perspectives.

• Bots: Scripts created and operated by technical experts in order to add the
missing topics, contents, and resources identified by domain experts.

• Translators: These contributors can add labels, descriptions, aliases, and state-
ments in multiple languages and translate the content from Persian to other
languages, and vice versa. Translators can help in serving data beyond lan-
guage boundaries and can contribute to language diversity.

Now that we have a draft of the roles of community members, the next thing to
do is to define a mechanism to establish communication and collaboration between
people with these roles so that they can work together.

We recommend that domain experts, in the first step, conduct a basic evaluation
of Wikidata regarding the content related to the history of Herat City and identify
any gaps. In the second step, they can:

• Develop a report to shed light on this evaluation and existing gaps,

• explain how filling these gaps can bring the facts that are only available in
paper-printed formats to be digitally conserved, made safe from elimination
or manipulation, and made accessible through technology, and

• use this report to inform and motivate other people who have knowledge in
this area to contribute.

In the third step, they can start building a network of people who have an interest
and/or the ability to fill these gaps and become a volunteer contributor. Network-
ing can be done through different means of communication, especially social media
platforms. This is because due to the continued instability in Afghanistan, many
people have migrated to different parts of the world, and it is only possible to gather
all through online platforms or in a hybrid style.

Once a group is formed after one or more meetings and discussions on the impor-
tance of filling these gaps and working to prevent history from being forgotten and
manipulated, in the fourth step, working groups can be established. One working
group can take responsibility for contacting Wikimedia Foundation’s Community
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Development21 team for their support. Meanwhile, other working groups can start
to work on developing a community agenda, setting goals, and defining monitoring
mechanisms to measure their progress.

Finally, the social structure is in place, and a small community with the above-
mentioned roles can begin by taking inventory of their areas of interest to assess
what already exists on Wikidata and what needs to be added. After identifying the
missing content and the new topics that need to be added, the technical or concrete
steps explained below can be performed to enhance the domain coverage of topics
related to Herat history.

7.2.2.2 Improving Domain/ Topical Coverage.

For improvement in diversity at the domain level, we once again refer to our proposed
concept for measuring diversity in Wikidata, where data diversity can be dealt with
from the two angles of class and item. Diversity can be improved at the class level
by covering new topics, or at the item level by dealing with the data more closely
considering each part of the item.

As mentioned earlier, domain experts need to first examine the existing topics in
Wikidata in comparison to the existing literature and highlight the missing topics or
contents in Wikidata. Furthermore, the topics representing the history and culture
of Herat are mainly available in the resources which are in the Persian language.
For this reason, we look at the topical domain coverage from a language lens and
explore how well-represented the Persian language is on the web. We can then decide
if we need to look for resources solely in the printed media or we can expect some
resources on the web as well. The Persian language is used by 2.6% of the websites
around the globe and comes in the eighth position22 which is a rather good position
than many other languages in the world. There are many topics and articles already
present on the Web on websites like Iranica23 Encyclopedia and Wikipedia Persian24.
These online encyclopedias are contributed by the contributing communities which
are mainly Iranians and cover topics mostly related to Iran. The contributions from
the Persian-speaking community of Afghanistan are less visible. Most of the content
regarding Afghanistan in Wikidata comes from Western sources25 or don’t have any
sources mentioned. For this reason, domain experts in our proposed community
need to explore the web, in addition to the printed media, and find out what is
already present and what is missing, so that the existing contents can be reused
and the missing topics can become the focus of the task. For example, the glass-
making industry in Herat which produces dishes and decoration pieces out of glass
following the glass-making approach from thousands of years ago is currently on

21“The Community Development team at the Wikimedia Foundation works to support resilient
and growing communities by helping volunteers build the capacities and skills needed to grow their
contributions and communities in the free knowledge movement.” https://meta.wikimedia.org/
wiki/Community_Development [Accessed: 09.05.2023]

22Usage statistics of content languages for websites[Accessed: 18.10.2022]
23https://www.iranicaonline.org
24https://fa.wikipedia.org/
25Source for the name Shindand comes from “L. W. Adamec, Historical And Political Gazetteer Of

Afghanistan, Vol. 3, Herat and Northwestern Afghanistan, Akademische Druck-u. Verlagsanstalt,
1972, ISBN 978-3201009423, p. 343” in Wikipedia page on Shindand district of Herat. [Accessed:
18.10.2022]

https://meta.wikimedia.org/wiki/Community_Development
https://meta.wikimedia.org/wiki/Community_Development
https://w3techs.com/technologies/overview/content_language
https://www.iranicaonline.org
https://fa.wikipedia.org/
https://en.wikipedia.org/wiki/Shindand
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the verge of effacement26. Similarly, the Shawl weaving or cloth weaving industry
which produced hand-made silk shawls from the past centuries is also gradually
fading out27. Both of the mentioned topics are important parts of the Herat culture
and are in need of preservation. There are some news articles and videos regarding
these topics available on the web. Domain experts can look for additional printed
resources and then plan to preserve these topics on Wikidata.

Here, we explain our defined procedure for improving topical coverage of data re-
garding the history and culture of Herat.

i. Getting an Overview of the Existing Topics and Sources on the Web.
Following the compilation of a list of existing topics concerning the history of Herat
available on the web, domain experts can then evaluate the suitability of these mate-
rials as reliable sources, ensuring they are appropriately referenced and determining
their potential for incorporation into Wikidata. In particular, they can look into
Wikipedia or other KBs where data reuse and import into Wikidata is a rather
easy task. The prepared list can then be compared with the existing literature and
accredited sources that are not yet digitalized. Non-technical domain experts can
identify the missing topics, details, and sources after going through the mentioned
list and providing suggestions in this regard.

ii. Identifying New Sources. Most of the resources in non-western languages
like Persian are not yet digitalized. In order to import them into Wikidata and allow
bots to use them, we need to, first, define a procedure that can put these resources
into digital format and ready to be utilized on the KBs.

Based on the overview of the resources that already exist on the web and the re-
sources that are not available in digital format, a list should be prepared to contain
the resources that need to be imported into Wikidata. The list should contain a
complete reference of the resources e.g., books, articles, newspapers, or any other
accredited resources, and be categorized into two categories:

• Digitalized sources: These sources should be evaluated for how complete
and reliable they are. The ones that are missing details or come from unknown
sources should be listed separately from the sources that are ready to be used.

• Non-digitalized sources: These sources are only available in hard copy or
in printed form.

At this stage, the entries of the non-digitalized category should, first, go through the
digitalization process to become usable in Wikidata. The very first benefit of storing
these sources in a digitalized format would be preserving these sources themselves.
A data source file should be created containing the required information for each of
the entries that can be added as Wikidata items through a bot.A digital copy of the
item should also be created and stored both locally and online on platforms that
facilitate data preservation. After being stored as Wikidata items, these digitalized
sources can then be used as references to claims and qualifiers. These sources can
also provide the possibility to add new topical domains, items, and details to the
existing data in Wikidata.

26Glass industry in Herat on the verge of breaking https://www.youtube.com/watch?v=
L2DHaJYvaXg [Accessed 03.11.2022]

27Shawl weaving the art of indigenous people of Herat

https://8am.media/herats-glass-industry-is-breaking/
https://www.youtube.com/watch?v=L2DHaJYvaXg
https://www.youtube.com/watch?v=L2DHaJYvaXg
https://www.bbc.com/persian/interactivity/2014/04/140430_userphoto_herat_shalbaf
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iii. Identifying New Content. After performing the basic step of making the
sources ready for use in Wikidata, the next step is to compare the existing Wikidata
contents regarding Herat districts with the newly identified sources. The result of
this comparison can identify new items, inaccurate content in the existing items or
missing details in different parts of an item that should be updated, as explained in
the following:

• Items: The comparison of Wikidata items with the newly identified sources
can result in a list of items that are missing and need to be created as new items.
These items should be listed and a source file containing adequate details about
these new items should be created for a later automated import into Wikidata.
It is important that existing items in Wikidata are also identified so that they
are not created again. In the existing items, we then take a closer look into
each section of the item which is explained next.

• Terms: Adding multilingual labels, descriptions, and aliases is essential for a
proper representation of an item to the world. When adding new items it’s
better to include multilingual terms.

• Properties: Currently, there is no unified way to represent facts through
Wikidata properties. For example, we see multiple ways for storing the pre-
vious names of a place in Wikidata. These names are usually stored in the
property official name (P1448) as in Constantinople (Q16869)28, sometimes
stored in an alias like Shindand (Q2714337)29, and there are also cases when
different properties are used to convey the fact that this place was previously
known by another name30. Historical names bear an important role in the
culture of a region and should be represented in a proper way. Thus, a unified
approach for the usage of properties should be defined after having a glance
at the items of similar topics in Wikidata.

• Values: Not all values are precise enough in Wikidata, for example, Tahir
ibn Husayn32, the Abbasid caliphate general and governor, was born in the
Poshang/ Foshanj33 district of Herat, and he is famous as Tahir Foshanji. In
Wikidata the value for his birthplace is Herat and is referenced from Italian
Wikipedia. The value is rather general and not precise enough to mention the
district which could show the historical importance of this district. Having
precisely mentioning the area of his birthplace provides more accurate data on
the history of the region and understanding the reasons for having it renamed.
Such values need to be identified and updated.

• References: References make the data reliable, especially if cited from an
accredited source. Mentioning sources for any data which represent contradic-
tory information is even more important to let the users know how credible
these diverse claims are. For this reason, it is important that each claim
and qualifier gets a proper reference. Many references in Wikidata contain a

28https://www.wikidata.org/wiki/Q16869 [Accessed: 20.10.2022]
29https://www.wikidata.org/wiki/Q2714337 [Accessed: 20.10.2022]
30For example, an urban square in Berlin is recently renamed from Kaiser-Wilhelm-Platz to

Richard-von-Weizsäcker-Platz Q172156831. The older name is visible in the alias and the properties
inception (P571) and named after (P138).

32https://www.wikidata.org/wiki/Q1814900
33Currently known as Zendeh Jan(Q2710776)
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Wikipedia language version as the value for the property imported from Wiki-
media project (P143) which doesn’t provide a direct link to the Wikipedia
article where the claim is taken from. So, these references are better updated,
either by adding the link to the actual article through the property Wikimedia
import URL (P4656) or mentioning an external source.

Now, that we have identified what is missing and what needs updating, the next
step will be to add these contents to Wikidata.

iv. Add or Reform New Content. In this step, we first decide on how to add
the above-mentioned and identified contents into Wikidata. Since bots are used to
perform repetitive tasks and they are more efficient in performing such tasks than
humans, we create a data file containing the required information of the missing
items to be automatically added through a script or bot34. Similarly, new sources
can also be added in the same way.

Statements containing property-value pairs and references can also be added through
automation if a large number of items miss specific properties. If the task is not
simple or repetitive, it is better that it is performed manually with more accuracy.
Bots have the potential to add erroneous data in much higher volumes than humans
if not dealt with care as a high percentage of references added by bots in Wikidata are
not authoritative35 and not relevant in comparison to much fewer invalid references
added by humans [238]. Therefore, we recommend using bots with planning and
care and only when the tasks are rather simple and repetitive.

7.3 Summary
Based on our results from the previous chapter, bots have the potential to influence
diversity and have thus far played a significant role in high-diversity classes in Wiki-
data. Therefore, in this chapter, we present our recommendations for enhancing
diversity in Wikidata domains/classes through the use of automation and provide
an applicable use case for our recommended approach.

Our suggestions follow our concept for diversity measurement approach and cover
both aspects of diversity, user, and data. User diversity is concerned with community
issues and the social mechanisms of diversity improvement, while, data diversity
refers to a rather technical mechanism for the enhancement of diversity in Wikidata.
Our main focus, though, is on the topic of domain/ class diversity here.

We apply our recommended approach to a use case to preserve the history of Herat
City, one of the motivating factors for this research. The main steps in this recom-
mended approach are a) establishing a contributing community by defining member
roles and collaboration mechanisms, b) developing goals and agenda for the com-
munity through assessment of the content, identification of missing data, and prior-
itization of topics for adding new content, and c) monitoring and evaluation of the
community progress.

34Bots should go through a defined procedure to obtain the right for performing high-speed edits
as mentioned in Section 6.2

35’Authoritative sources refers to sources of information that are deemed trustwor-
thy, up-to-date, and free of bias for supporting a particular statement on Wikidata.’
https://www.wikidata.org/wiki/Wikidata:Verifiability [Accessed 10.05.2020]
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Our proposed steps are rather general and can serve as a rough outline for the cre-
ation of any new community or sub-community around the world, in particular with
languages where a lot of resources are not yet digitally available. Since community
tasks are collaboratively performed and decided, this rather general format can serve
as a draft to form the basic structure and let the communities themselves decide on
more details.



Chapter 8

CONCLUSION

Here, we present an overview of this study and a summary of our findings which
then paves the way for future research directions.

8.1 Summary
Wikidata was developed to serve everyone around the world. On the edge of one
decade of its existence, however, it seems to have an imbalanced coverage of global
data. While the origins of Wikidata in the West and the presence of a predominantly
Western contributor base contribute to this issue, it is essential to recognize that
the utilization of automation, specifically through bots, has also played a significant
role in shaping the editing patterns and content distribution of Wikidata.

In this research, our primary objective was to investigate the influence of bot edits on
the diversity of data within Wikidata. Diversity holds significant value in the context
of Wikidata, as it enables the platform to fulfill its mission of serving a global user
base by providing information that is relevant and accessible to individuals from all
over the world. For this reason, Wikidata was designed with diversity in mind, and
all of the design principles of Wikidata implicitly contribute to diversity. Plurality is
the design decision that explicitly empowers Wikidata to reflect diversity by allowing
multiple statements, which could also be contradictory, to coexist. Despite, the
importance of diversity, it is absent as a research topic in the Wikidata literature.
Nevertheless, growing numbers of studies on Wikidata, especially from more different
countries around the globe, and usage of Wikidata in more application areas, are
promising to lead Wikidata toward a more diverse audience.

Diversity, although widely recognized and utilized in various fields, lacks a univer-
sally applicable definition that can be uniformly applied across all disciplines. Its
interpretation can vary depending on the specific context in which it is used. In
general, diversity encompasses three key dimensions that are present in any system
or context dealing with diversity and form the basis for measuring diversity. These
dimensions include variety, balance, and disparity. In our study, we have developed
a conceptual framework for measuring diversity in a KB, specifically within the
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context of Wikidata, taking into account the fundamental aspects of diversity. In
Wikidata, data is organized as items within a hierarchical class structure, which can
be further categorized into domains. Accordingly, we propose that data diversity
within Wikidata can be assessed by examining its variety, balance, and disparity
properties. By considering these dimensions, we aim to provide a comprehensive
understanding of diversity in a KB and establish a measurement framework that
captures the essence of diversity within this specific KB. Our approach allows for a
holistic assessment of diversity and its various facets, allowing us to gain insight into
the overall diversity status of Wikidata and identify potential areas for improvement.

We demonstrated that diversity in a KB context needs to be considered as knowledge
diversity, where knowledge is the data contributed by users. Thus, to understand
the current status of diversity in Wikidata, we need to pay attention to both, data
coverage and user participation. Plurality is then measured as part of data diversity
and lies at the item level. Thus, we measured the diversity status in Wikidata based
on our proposed model to better understand the data and user diversity in Wikidata.
The current status of Wikidata diversity based on the existing literature and our
collected data from Wikidata domains and classes shows that Wikidata data are at
a low diversity level due to the imbalanced distribution of items and contents across
Wikidata domains and classes. In the meantime, there existed no information on
editor diversity in the existing research and the reason behind this data imbalance
could be looked up in the contributing community, in particular, that most of the
contributions come from bots.

To answer whether bots’ high amounts of contributions are the reason for the data
imbalance in Wikidata domains, we first studied bots in detail. Bots are auto-
mated accounts run by operators to perform simple and time-consuming tasks. The
Wikidata community has approved bot accounts that have mostly been used for
data-editing tasks similar to those performed by humans. Bots were intended to im-
port most of the data from Wikipedia language versions with the highest requests,
with Western languages such as English at the top of the list.

Looking at the edit history of Wikidata, we have shown that bots have performed
their requested tasks. Despite the similarities between the tasks performed by hu-
mans and bots, their editing patterns differ significantly, with bot edits differing
from human edits at a ratio of one in a thousand. This implies that a large number
of bot edits in Wikidata must have a different impact on the data than human edits.

With further exploration of Wikidata’s edit history, we have uncovered an impor-
tant finding: bots have played a significant role in contributing to the balanced
classes within Wikidata. Specifically, we observed that classes that received ded-
icated edits from bots exhibited a more balanced distribution of content. On the
other hand, classes that lacked such dedicated bot edits remained imbalanced, with
some even heavily skewed. This finding highlights the potential impact of bot edits
on data diversity in Wikidata, particularly in achieving content balance within spe-
cific classes. However, it is important to note that the mass contributions of bots
in certain classes and domains have caused the existing imbalance, further widening
the gaps among classes and domains in Wikidata. However, this discovery suggests
that bots can be harnessed as a means of addressing the existing imbalance at the
domain/class level in Wikidata. By strategically using bots and ensuring focused
contributions in underrepresented areas, we can work toward improving diversity
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and balance within Wikidata. Overall, our research underscores the significant role
that bots can play in influencing data diversity and emphasizes their potential for
promoting more equitable representation in Wikidata’s domains and classes.

We present our recommendations for improving diversity at the domain/class level
in Wikidata by leveraging bots. In order to demonstrate the practical application of
our recommended approach, we provide a use case that focuses on enhancing diver-
sity in Wikidata through the use of automation. This particular use case addresses
the critical issue of preserving historical facts related to specific communities and ge-
ographic regions, which are currently facing the risk of manipulation and distortion.
This particular issue served as a motivation for conducting this study and exploring
ways to improve diversity in Wikidata. By implementing our proposed strategies,
we aim to contribute to the broader goal of safeguarding diverse knowledge and
ensuring its representation in Wikidata.

In conclusion, our research findings indicate that bots are not a threat to diversity
in Wikidata at the domain/class level. On the contrary, they can be utilized as
valuable tools to address the existing imbalance in Wikidata domains and classes,
contributing to a more diverse and comprehensive KB. Furthermore, our proposed
concept for measuring diversity in Wikidata can also serve as a blueprint for assessing
diversity in other structured knowledge bases (KB). While customization might be
necessary at the item level to align with the specific data models of different KBs, the
fundamental principles of diversity measurement can be applied universally. This
highlights the potential for applying our approach to promote diversity in other KBs
and enhance the representation of diverse perspectives and knowledge.

8.2 Future Work
During this study, we encountered many open questions that were interesting for
further investigation but beyond the scope of this study.

Presenting a complete picture of Wikidata’s diversity status is a broad question that
deals with diversity from both angles of user and data. Drawing a real picture of
diversity in Wikidata by looking into the whole content and all of the domains and
classes seems complex and challenging at the moment due to the inconsistent class
hierarchy structure of Wikidata. In this study, we could only focus on the domain/
class level diversity of the data diversity angle. Item level diversity, in particular
measuring plurality or statement diversity in Wikidata, which could provide an
overview of the globally agreed vs. disputed statements, is another part of this
question that has remained open for further research.

Considering the user diversity angles, the Wikidata community is another topic
that needs further investigation efforts. While we investigated editor diversity from
the editing patterns angle, editor diversity considering the background of Wikidata
contributors is yet to be explored. It could provide an overview of where around the
globe Wikidata contributors are, especially, the origins of bot operators could shed
light on understanding who contributes the most content now, people with which
backgrounds rarely contribute or are missing, and how can this be improved for a
more balanced contribution in the future. In addition, a thorough study of consumer
diversity can show us which domains/ classes, and topics are more popular among
Wikidata consumers and which ones lack attention. We can then look at the reasons
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for the lower usage of certain topics, languages, or domains and act towards bringing
them to attention. Understanding consumer diversity along with data diversity can
also shed light on why Wikidata is popular in some countries and languages, but
not in the rest, and what needs to be done in this regard.

We have introduced a versatile approach to historic preservation that can be applied
to any community or language where digital resources are limited or unavailable.
Our approach goes beyond enhancing statement diversity; it also serves as a means
of safeguarding non-digitalized resources. We strongly advocate for the adoption of
our approach, as it can contribute to the comprehensive preservation of historical
knowledge and cultural heritage. By implementing our approach, communities, and
languages with limited digital resources can benefit from improved representation
and accessibility, ensuring that valuable information is not lost or forgotten.

Moreover, we encourage future research to adopt and apply our proposed concepts
for measuring and improving diversity through automation in other KBs, whether
structured or unstructured. This is because KBs commonly involve user contribu-
tions and data organization into classes and domains, making our concepts applicable
across different KB architectures. Furthermore, our framework for measuring diver-
sity is designed to be applicable to all KBs, including those that may not explicitly
support plurality similar to Wikidata. By extending the application of our concepts
to diverse KBs, we can evaluate the effectiveness, validate the generalizability, and
strengthen the overall robustness of our proposed approach.

Another topic of interest that we encountered during the literature review but could
not investigate in this research scope is the impact of diversity on data quality.
There have been several studies in Wikipedia exploring the impact of diversity on
article quality, primarily focusing on editor diversity. In Wikidata, it would also
be interesting to find out how diversity can be related to quality and how it might
impact it. This is because, from one angle, diversity contributes to data complete-
ness, which is an attribute of quality. From another angle, though, it supports the
coexistence of contradictory statements which can question the reliability or trust-
worthiness of data. For this reason, this topic is another interesting and important
future research direction.

In conclusion, we believe that our concepts for diversity measurement and automation-
driven diversity enhancement hold broader potential beyond the scope of this study
and can contribute to fostering diversity in various KBs, ultimately facilitating in-
clusive and comprehensive representation of knowledge.
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Appendix

This appendix contains descriptive statistics and a codebook for the Wikidata Re-
vision History Dataset in the following tables:

Table A.1 displays an overview of Wikidata Topical Domains and Classes showing
the distribution of their items and maturity levels. The domains and classes in this
table are based on [65].

Table A.2 provides a detailed overview of edit types per user group expressed by
Figure 6.7. In this table, we see four main edit focuses, where each edit focus contains
further parts: Term consists of the parts alias, description, label, and term. Similarly,
statement contains the parts claim, qualifier, rank, reference and statement. sitelink
contains sitelink andsitelink badge and item represents item only. Revert can occur
in any edit focus; therefore, it remains stand-alone. We also have a number of
revisions marked as unstructured that were dropped before the data analysis phase
and make less than one percent of the revisions and they are the revisions that were
either empty or not possible to be classified (see Section 5.3.4 on page 100).

Table A.3 contains the codebook developed for mapping edit summaries to edit types
in Wikidata Revision History Dataset.
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Table A.2: An overview of Wikidata Revision History Dataset aggregated by edit
focus. (Note: Bold numbers show highest values in a row.)

Ta
rg

et

Edit Types Anon. Bot Human Tool Sum

It
em

create/merge/ up-
date/protect item

421
(0.00)

881,850
(0.90)

53,768
(0.05)

42,577
(0.04) 978,616

(0.18)create redirect 0 (0.00) 14 (0.15) 81 (0.85) 0 (0.00)

Te
rm

add/remove/set/
update alias

1,702
(0.04)

6,502
(0.14)

23,461
(0.52)

13,301
(0.30)

1,242,146
(0.22)

add/remove/set de-
scription

7,111
(0.01)

50,688
(0.06)

213,080
(0.25)

584,857
(0.68)

add/remove/set la-
bel

5,088
(0.02)

71,836
(0.21)

85,879
(0.26)

172,044
(0.51)

add/set term 562
(0.09)

4,756
(0.72)

1,279
(0.19)

0 (0.00)

St
at
em

en
t

create/remove
statement

12,984
(0.01)

688,194
(0.36)

773,691
(0.41)

431,801
(0.23)

3,098,597
(0.56)

set/update claim 4,318
(0.02)

108,373
(0.62)

61,501
(0.35)

0 (0.00)

add/update quali-
fier

18 (0.00) 13,665
(0.24)

12,879
(0.23)

29,480
(0.53)

update rank 0 (0.00) 0 (0.00) 3 (1.00) 0 (0.00)
add/set/remove/
update reference

566
(0.00)

521,937
(0.54)

318,454
(0.33)

120,733
(0.13)

Si
te
lin

k add/set/remove/
update sitelink

7,098
(0.04)

38,140
(0.20)

144,357
(0.74)

5,104
(0.03) 196,338

(0.04)set sitelink badge 3 (0.00) 1,229
(0.75)

407 (0.25) 0 (0.00)

Revert 213
(0.02)

566 (0.05) 10,784
(0.93)

0 (0.00) 11,563
(0.00)

Unstructured 212
(0.00)

43,659
(0.87)

6,050
(0.13)

0 (0.00) 49,921
(0.01)

Total 40,296
(0.01)

2,431,409
(0.44)

1,705,674
(0.31)

1,399,897
(0.25)

5,577,276
(1.00)
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Table A.3: Codebook for Mapping Edit Summaries to Edit Types in Wikidata
Revision History Dataset

No. Edit Summaries Edit Types
1 wbsetaliases-add add alias
2 wbsetdescription-add add description
3 wbsetlabel-add add label4 wbeditentity-update-languages
5 wbsetclaim-update-qualifiers

add qualifier6 wbsetqualifier
7 wbsetqualifier-add
8 wbsetreference-add add reference
9 wbsetsitelink-add add sitelink
10 wbsetentity add term
11 created

create item
12 special-create-item
13 wbcreate-new
14 wbeditentity-create
15 wbeditentity-create-item
16 wbcreateredirect create redirect
17 wbcreateclaim

create statement18 wbcreateclaim-create
19 wbsetclaim-create
20 wbmergeitems-from merge item21 wbmergeitems-to
22 protected protect item
23 wbsetaliases-remove remove alias
24 wbsetdescription-remove remove description
25 wbsetlabel-remove remove label26 remove
27 wbremovereferences remove reference28 wbremovereferences-remove
29 clientsitelink-remove remove sitelink30 wbsetsitelink-remove
31 wbremoveclaims

remove statement32 wbremoveclaims-remove
33 wbremoveclaims-update
34 restore1

revert

35 revert2

36 clean3

37 repair4

38 undo
39 undid

Continued on next page

1Also restored
2Also reverted, reverting, rv.
3Also cleanup, cleaning, clean’n’repair, cleanup/repair, clean-up.
4Also repairing.
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Table A.3 – continued from previous page
No. Edit Summaries Edit Types
40 wbsetclaimvalue set claim
41 wbsetaliases-add-remove set alias42 wbsetaliases-set
43 wbsetdescription-set set description
44 wbsetlabel-set set label
45 wbsetreferences set reference
46 wblinktitles-connect

set sitelink47 wbsetsitelink-add-both
48 wbsetsitelink-set
49 wbsetsitelink-set-badges set sitelink badge50 wbsetsitelink-set-both
51 wbsetlabeldescriptionaliases set term
52 wbsetaliases-update update alias
53 wbsetclaim-update update claim
54 wbeditentity-override

update item55 wbeditentity
56 wbeditentity-update
57 wbeditentity-update-languages-and-other
58 wbremovequalifiers-remove update qualifier59 wbsetqualifier-update
60 wbsetclaim-update-rank update rank
61 wbsetreference-set update reference
62 clientsitelink-update update sitelink
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